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ABSTRACT
Currently deployed IEEE 802.11 WLANs (Wi-Fi networks)
share access point (AP) bandwidth on a per-packet basis.
However, the various stations communicating with the AP
often have different signal qualities, resulting in different
transmission rates. This induces a phenomenon known as
therate anomaly problem, in which stations with lower sig-
nal quality transmit at lower rates and consume a signifi-
cant majority of airtime, thereby dramatically reducing the
throughput of stations transmitting at high rates.

We propose a practical, deployable system, calledSoft-
Repeater, in which stations cooperatively address the rate
anomaly problem. Specifically, higher-rate Wi-Fi stations
opportunistically transform themselves into repeaters for sta-
tions with low data-rates when transmitting to/from the AP.
The key challenge is to determine when it is beneficial to
enable the repeater functionality. In this paper, we propose
an initiation protocol that ensures that repeater functionality
is enabled only when appropriate. Also, our system can run
directly on top of today’s 802.11 infrastructure networks.

We evaluate our system using simulation and testbed im-
plementation, and find that SoftRepeater can improve cumu-
lative throughput by up to 200%.

1. INTRODUCTION
As corporations move to all-wireless offices, and a culture

of mobility takes root, performance of such networks be-
comes paramount. In traditional corporate Wi-Fi networks,
APs are generally sparely deployed. When heavily used,
such networks suffer from the well-knownrate-anomaly prob-
lem [13]. This problem arises when multiple Wi-Fi stations
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Figure 1: The Rate Anomaly problem. B’s throughput
drops to 25% even though it never moved.

transmit packets at different transmission rates. The IEEE
802.11 protocol arbitrates channel access requests on a per-
packet basis. Assuming that all stations transmit packets of
equal size, the stations that use lower transmission rate con-
sume more airtime. This often severely limits the throughput
of stations that are able to transmit at higher rates.

This problem is demonstrated experimentally in Figure 1.
A testbed with two laptops (stations), A and B, are associ-
ated to a single Access Point (AP) in IEEE 802.11a mode.
Each station sends UDP packets to the AP as fast as it can.
When both stations are close to the AP, both have good sig-
nal strength and transmit packets at their highest possible
rate; each station receives a UDP throughput of 13 Mbps.1

When station A moves away from the AP, its signal strength
lowers, and a built-in auto-rate algorithm reduces A’s trans-
mission rate to 18 Mbps, increasing the time needed for
A to transmit and receive packets. Since A and B share
the medium on a packet-by-packet basis, B’s throughput de-
creases as well, in this case of our experiment by 75%, even
though B never moved. This experiment conclusively demon-
strates that rate-anomaly can occur and when it does, it re-
duces throughputs substantially in Wi-Fi networks.

A variety of proposed solutions, discussed in more de-
tail in Section 5, address the rate anomaly problem. How-

1The sum is less than 54 Mbps due to protocol overheads.



ever, they have the following limitations: requiring dedi-
cated hardware repeaters (e.g., [7, 8, 26]), making changesto
the MAC layer (e.g., [17, 18, 19]), or constructing multi-hop
networks from existing stations in ad hoc mode (e.g., [10]).
Hence, they either increase cost, do not conform to currently
deployed infrastructure networks, or cannot be activated on
demand only when providing benefit.

In this paper we describe a different approach: a prac-
tical, deployable system calledSoftRepeater, that enables
stations (known asrepeaters) with good signal strength and
high transmission rates toopportunisticallyact as relays for
stations (known asclients) with poor connectivity to the AP
and low transmission rates. Our system requires no changes
to the 802.11 MAC. Also, it is implemented entirely in soft-
ware that runs on the client stations, thereby requiring no
changes to the AP.

One key challenge is to ensure that the system is activated
only when beneficial to all parties who suffer from the Rate
Anomaly Problem. For example, if the overall network uti-
lization is low, there is no need for repeaters. It is necessary
to havepractical prediction algorithms that identify when
the system would offer benefit.

Another key challenge is that once our system is activated,
we require that the repeater canreliably send and receive
traffic to/from both the AP and the client. Such can only be
achieved by having the repeater alternately switch between
the infrastructure mode (for communication with the AP)
and the ad hoc mode (for communication with the client).
The practical needs of switching between the two modes are
detailed in [5]. Thus, our system needs to efficiently switch
between the two modes, and determine the fraction of time
spent on each mode to ensure the fairness of throughput of
both the repeater and the client.

The algorithms and protocols are embodied in theSoftRe-
peateragent that runs on participating stations. The agent
uses VirtualWiFi [5, 15] to support the repeater functional-
ity in the common case where each station has only one ra-
dio available. This implementation is particularly attractive
because the repeater is able to exploit available frequency
channels to provide good performance, without requiring ex-
tra hardware. If multiple radios are available, SoftRepeater
can use them in conjunction with multiple channels to fur-
ther boost the performance of the network.

In the context of our system, our important research con-
tributions are the following:

• Formalizing how the SoftRepeater system addresses
the Rate Anomaly Problem as a set of utility maxi-
mization problems for different fairness requirements.

• An algorithm that enables stations to detect the rate
anomaly problem in a Wi-Fi network, and then predict
when invoking SoftRepeater will alleviate the problem.

• The protocol utilized by stations to negotiate, reach
consensus, and subsequently activate SoftRepeater func-
tionality.

• An implementation of the SoftRepeater system in Win-
dows XP, with its performance evaluated in both Qual-
net simulation and extensive experiments using our im-
plementation on a testbed.

The results from our experiments and simulations show
that under right conditions, the SoftRepeater protocol can
improve the performance of Wi-Fi networks by up to 200%.
Furthermore, the protocol is able to correctly determine when
it is beneficial to turn on the repeater functionality.

The rest of the paper is organized as follows. Section 2
overviews the SoftRepeater architecture, and Section 3 dis-
cusses its implementation details. Section 4 presents evalu-
ation results. Section 5 reviews related work, and Section 6
concludes the paper.

2. THE SOFTREPEATER APPROACH
Our opportunistic repeater framework, SoftRepeater, alle-

viates the rate anomaly problem [13, 24], which arises when
stations within interference range of one another send pack-
ets at different data rates. This occurs commonly in practice,
mostly due to the auto-rate algorithm of IEEE 802.11 that
adjusts the transmission rate of a wireless card based on RF
signal quality and excessive packet loss. These two proper-
ties are often quite varied across stations in a network. They
can be due to: (1) topological placement, with nodes fur-
ther from the AP having weaker signal and hence lower rate,
(2) heterogeneous receiver sensitivities for different wire-
less cards [22], and (3) co-existence of different, compet-
ing bands, like IEEE 802.11g with older, lower rate IEEE
802.11b stations2. Note that in each of the above scenarios,
the interfering stations do not have to belong to the same
network; it is sufficient that they interfere with one another.

SoftRepeater allows some stations (usually those near the
AP) to act as repeaters for other clients (usually those that
are further away), in order to improve the overall network
performance.

For example, after node A has moved in Figure 1, node B
turns on the SoftRepeater functionality, and acts as a repeater
for node A. Node A now sends its packets to node B, instead
of sending it to the AP. Since node A is close to node B, the
auto-rate algorithm at node A uses higher transmission rate
to send these packets. The throughput of node B will also go
up because it is not contending for airtime with packets sent
at a lower data rate.

The decision to turn on repeater functionality is taken by
each station independently, using locally available informa-
tion. A station initiates the repeater functionality (i.e.be-
comes a SoftRepeater) by starting an ad hoc network, and
then quickly switching between the original infrastructure
(AP-based) network and the newly formed ad hoc network
using VirtualWiFi [5, 15]. The ad hoc network and the in-
frastructure networks can be on different channels. Other
2Similar problems occur when IEEE 802.11n stations have to co-
exist with pre-IEEE 802.11n stations.
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Figure 2: The SoftRepeater Architecture.

clients join the newly-formed ad hoc network and use the
SoftRepeater as a relay, if it improves their performance.

SoftRepeater works with ordinary, off-the-shelf wireless
cards, and is entirely software-based, not requiring any changes
to the firmware or the hardware of the wireless cards. Most
such cards cannot be turned into transparent, MAC-level (“layer
2”) repeaters. Consequently, our system is implemented in
the “layer 2.5” of the OSI network stack.

An alternative to the SoftRepeater approach is to deploy
hardware repeaters. The main drawback of this scheme is
that it requires dedicated hardware, and cannot be deployed
opportunistically. Further, since stations do not face perfor-
mance problems all the time, it is difficult to justify dedi-
cated hardware to address this problem.

Besides solving the rate anomaly problem, the SoftRe-
peater system has other applications as well. For example,
one could use our SoftRepeater framework to dynamically
extend the range of a WLAN. A node at the edge of a WLAN
could provide coverage to areas that are outside the range of
the AP. However, in this paper, we focus only on the rate
anomaly problem.

3. ARCHITECTURE
As illustrated in Figure 2, the architecture of theSoft-

Repeateragent that runs on each node is based on Virtu-
alWiFi [5], which is a virtualization architecture for wire-
less network cards. It abstracts a wireless card into mul-
tiple virtual instances, and each virtual instance appearsas
an independent network interface to the user, allowing the
user to connect each virtual card to a separate wireless net-
work. VirtualWiFi provides an illusion to the user of simul-
taneous connectivity on all wireless networks using efficient
switching and buffering techniques. It is implemented as
an intermediate layer driver and a user-level service, shown
asVirtualWiFi Layer 2.5 DriverandVirtualWiFi Servicein
Figure 2. The mechanisms of switching and buffering are
implemented in the kernel, while the logic and policies are
implemented as a user-level service.

SoftRepeater uses VirtualWiFi to implement a repeater

using a single wireless card. It abstracts the wireless card
into two virtual instances, shown asRepeater Virtual Inter-
faceandPrimary Virtual Interfacein Figure 2. The shaded
components are disabled when a station is not using the re-
peater network. Thus, when a station is performing well,
the wireless card is always connected on the primary wire-
less network. When a station wishes to initiate a repeater
network (i.e. become a repeater), it starts the VirtualWiFi
service, and plugs in the details of the repeater network to
the Repeater Virtual interface. We have made several mod-
ifications to significantly reduce the switching time in com-
parison to the original VirtualWiFi [5] implementation; our
current implementation allows a station to switch between
the primary and the repeater networks in less than 40ms.

The SoftRepeater service constantly monitors the perfor-
mance on the wireless network, estimating the utility of initi-
ating the repeater network by polling various counters of the
wireless card driver. The service also communicates with
other nearby stations before finalizing the decision to initi-
ate or join a repeater network.

In addition, when the SoftRepeater service initiates the
repeater functionality, it buffers packets for the primary(re-
peater) network if the repeater (primary) is currently used,
so as to ensure reliable packet delivery. Note that the buffer-
ing mechanism can be implemented without modifications
to the AP. The implementation details are found in [5].

The Network Coding Engine is an optional module that
can further improve the performance of the repeater and the
client, with a tradeoff of minimal modifications to the AP.
We conduct testbed experiments on using the Network Cod-
ing Engine and demonstrate the improvement of throughput
as compared to without coding. Due to space constraints, we
refer readers to [4] for details.

3.1 Initiating a SoftRepeater
The SoftRepeater service monitors the performance on a

station’s wireless interface, analyzes packets to infer the ex-
istence of the rate anomaly problem, and executes a four-
way handshake protocol to confirm thatall participating sta-
tions have the necessary incentive to initiate SoftRepeater. If
this is confirmed, SoftRepeater is activated.

3.1.1 Detecting Rate Anomaly

The SoftRepeater service infers the existence of the rate
anomaly problem if the wireless network interface is consis-
tently backlogged, i.e. the station is trying to use the network
at a higher rate than what is offered, and nearby nodes send
approximately the same number of packets, but at a lower
data rate.

The service collects information about nearby stations and
their transmitted packets by setting the wireless card to promis-
cuous mode and logging aggregate information for each sta-
tion. This aggregate information is maintained in a table,
where each row corresponds to a MAC identifier of another
node whose packets were overheard, plus one additional row



for itself. Each row has five entries: the number of packets
heard, the average size, RSSI and data rate of data packets
received, and the BSSID of the associated network. This in-
formation is updated once every second and is maintained as
a moving average over 5 update intervals.

The utilization of the wireless medium is calculated by
adding the airtime consumed by all neighboring nodes, where
a neighbor’s airtime is calculated using the size and num-
ber of packets received from that node, and the data rate at
which the packets were sent. If the utilization of the medium
is greater than 50% and the SoftRepeater service observes
another neighbor sending approximately the same fraction
of packets, but at a lower data rate, it predicts that the rate
anomaly problem exists.

3.1.2 Repeater Utility Function

Once a repeater predicts the existence of the rate anomaly
problem, it must next estimate its gain in throughput if Soft-
Repeater is invoked. This gain depends on several factors,
including the desired fairness criteria, and estimates of through-
put between stations whose rates have yet to be determined
and need to be estimated.

To motivate the challenge of invoking SoftRepeater, con-
sider two stations A and B connected to the same AP, where
the transmission rates of A and B areRA andRB , respec-
tively. Suppose B infers the existence of the rate anomaly
problem, and considers instantiating itself as a repeater for
A. Then it must estimate the rateRA,B of transmissions be-
tweenA andB.

The rateRA,B is approximated by assuming a symmetric
channel and mapping the received signal strength of pack-
ets from A (RSSIA,B) to the corresponding data rate. Each
node maintains an expected data rate table, which maps an
RSSI range to its expected data rate. The table is built from
local measurements, as described in Section 4.2.1. We em-
phasize that by no means do we suggest that the use of physical-
layer metrics can accurately infer transmission rates, as shown
in previous work [2, 27], but our approach here serves as
a starting point. Given the physical-layer complexities, a
more robust approach for inferring data rates is to use link-
layer statistics, such that each node (assumed in promis-
cuous mode) periodically broadcasts probes and monitors
inter-node loss rates, and use the loss rates to infer the best
transmission rate that maximizes throughput [27]. We plan
to evaluate this approach in future work.

In addition to the data rate table, each node also maintains
an expected throughput table, which maps data rate to the
expected throughput achievable for a given data rate. This
is required as the throughput is usually smaller than the data
rate due to protocol overheads and background interference.
For example, even when a node sends packets at a data rate
of 54 Mbps, its effective TCP/UDP throughput is of the or-
der of 20 Mbps. We populate this table from local mea-
surements under normal operating conditions to account for
background interference and other physical-layer complexi-

ties. For instance, the expected throughput can be computed
using 1 / ETT, where ETT [10] is the expected transmission
time of a packet over a link and is measured from link-level
probing. The expected throughputTA,B andTB can then be
obtained from table lookups indexed byRA,B andRB.

The resulting throughputs also depend on parametersα
andβ, whereα is the fraction of time that the repeater spends
on the primary network forwarding both its and its supported
clients’ packets to/from the AP, andβ is the fraction of time
that the repeater spends on the repeater network relaying its
clients’ packets3. If α andβ are fixed constants and both A
and B have the same throughput, then in our example, by in-
voking SoftRepeater, the expected throughput of B from us-
ing a repeater is given by:α∗TB

2
; the expected throughput of

A from using a repeater is given by:min (α∗TB

2
, β ∗ TA,B).

If the expected throughput for both A and B is greater than
their current respective throughput, then there is an incentive
for B to start the repeater network as well as for A to use it.

The proposed utility function does not take into account
the added power consumption at the repeater. This is likely
to be a concern for mobile stations. In our future work, we
plan to modify the utility function to take power consump-
tion into account.

3.1.3 Fairness

Rather than simply have static values forα andβ, Soft-
Repeater can implement different fairness criteria by appro-
priately settingα andβ as a function of the known and esti-
mated throughputs that will occur when SoftRepeater is en-
abled. In this subsection, we generalize our utility function
based on different fairness criteria. Our analysis serves two
purposes. First, we want to decide whether switching on
SoftRepeater can benefit all clientsand the repeater. Sec-
ond, if we decide to switch on SoftRepeater, we want to
know the fractions of time being allocated for the primary
and repeater networks. Previous studies on fairness issuesin
wireless (e.g., [12]) or mesh routing metrics (e.g., [9, 10])
cannot address both objectives.

Our current fairness derivations make two assumptions.
First, we assume zero switching overhead, so thatβ = 1 −

α. For non-zero switching overhead (denoted bys% of air-
time), we can simply setβ = 1 − s% − α. Second, we
assume the saturated case where there is always backlogged
data available for all stations involved, implying that each
station has equal long-term channel access (e.g., see [13]).
This assumption conforms to file-transfer-like applications
where throughput optimization is a concern. Under these
assumptions, the value ofα is determined by what the re-
peater wishes to optimize. LetTB andTA,B be the achiev-
able throughputs for data ratesRB andRA,B, respectively
(see Section 3.1.2).

Maximizing total throughput. First we consider maximiz-

3Note thatα + β is less than 1 due to network switching over-
heads [5].



ing total throughput. The total throughputT is given by:

T =
α ∗ TB

2
+ min (

α ∗ TB

2
, (1 − α) ∗ TA,B)

= min (α ∗ TB, TA,B +
α

2
∗ (TB − 2TA,B)).

Let us consider two cases. IfTB ≥ 2TA,B, thenT is
monotonically increasing withα. Thus, T is maximized
when α = 1. On the other hand, ifTB < 2TA,B, then
the LHS of themin is increasing withα while the RHS
of the min is decreasing withα. Thus, T is maximized
whenα ∗ TB = TA,B + α

2
∗ (TB − 2TA,B), or equivalently,

α = 2 TA,B/(TB + 2 TA,B).
However, settingα = 1 implies that the client will be

starved, an undesirable outcome always for the client node.
Instead, we investigate two commonly employed fair alloca-
tion schemes in networking, namely Max-Min Fairness and
Proportional Fairness [16].

Max-Min Fairness. To maximize the minimum, it suffices
to equalize the throughput of the client and the repeater, i.e.,

α ∗ TB

2
= min (

α ∗ TB

2
, (1 − α) ∗ TA,B).

Thus, we haveα∗TB

2
= (1 − α) ∗ TA,B. The optimalα is

α =
2 TA,B

TB + 2TA,B

.

The max-min throughput isTA,B ∗ TB/(TB + 2TA,B). If
the result is greater than the current throughput of A and B,
SoftRepeater is invoked.

Proportional Fairness. Proportional Fairness achieves a
compromise between maximizing throughput and maximiz-
ing the minimum. The philosophy of proportional fair allo-
cation is that “expensive” flows achieve a lower quality of
service without getting starved. In our scenario, the client
is the expensive flow since it consumes significantly higher
airtime compared to the repeater and hence it gets lower
throughput. The allocation is formally achieved by maxi-
mizing the sum of thelog of the throughputs.

More formally, we want to maximize:

log(
α ∗ TB

2
) + log(min (

α ∗ TB

2
, (1 − α) ∗ TA,B))

Due to space constraints, we refer readers to [4] for de-
tailed derivation of the optimalα. However, we show that
eitherα = 0.5 or α = 2TA,B/(TB + 2TA,B), so the optimal
α is the one that maximizes the throughput.

In our experiments we focus mainly on Max-Min Fair-
ness, however if higher cumulative throughput is desired then
our framework can utilize Proportional Fairness.

Multi-node case. We now generalize the case to multiple
nodes, focusing on Max-Min Fairness. Suppose that the re-
peater is serving one client, while there areK interfering

nodes that do not participate in the repeater service but have
traffic that occupies the channel. Note that these interfering
nodes and the SoftRepeater nodes may be associated with
the same or different APs, but they share the same contention
domain. In the absence of the repeater and the client, the ex-
pected throughput of each of thoseK interfering nodes is
TZ = (

∑K

i=1

1

Ti

)−1, whereTi is the achievable throughput
of interfering nodei. Note that all interfering nodes have
the same expected throughput because they have equal long-
term channel access. Now, by taking into account that the
repeater (when it is on the primary network) and the client
(when it is on the repeater network) need to compete for air-
time with thoseK nodes, the throughput of the client is

min (
α

2(1/TB + 1/TZ)
,

1 − α

1/TA,B + 1/TZ

).

By equalizing the LHS and the RHS of the min function,
we can show that the optimalα is

α =
2(1/TB + 1/TZ)

2/TB + 1/TA,B + 3/TZ

.

For the special case when there is no interfering node, we
can set1/TZ = 0.

Thus, when the repeater is turned on, the resulting through-
put is (2/TB + 1/TA,B + 3/TZ)−1. Note that without the
repeater, the throughput is(1/TA +1/TB +1/TZ)−1. Thus,
the presence of interfering nodes can reduce throughput with
the repeater turned on, so in general, we should not turn on
the repeater when there are many interfering nodes within
the network. We verify this observation through simulation
in Section 4.4.

Using similar arguments, we can extend our analysis to
the case where the repeater is servingM ≥ 1 clients. Thus,
the optimalα is

α =
(M + 1)(1/TB + 1/TZ)

(M + 1)/TB + M/TA,B + (M + 2)/TZ

.

We also analyze the cases for multiple channels and mul-
tiple wireless interfaces. We refer readers to [4] for details.

3.1.4 Repeater Initiation Protocol

To determine whether invoking SoftRepeater can improve
throughput for a given fairness requirement, stations can carry
out the Repeater Initiation Protocol, which gathers consen-
sus from nearby stations using a four-way handshake. The
protocol steps are illustrated in Figure 3.

1. The node with a high Repeater Utility, say B in Figure
3, creates a message with the IP addresses of clients
it intends to serve, and the estimated data rate of each
client. It then broadcasts this message in its IP subnet.

2. When an intended client, say A in Figure 3, receives
this message, it computes its Utility of using B as the
repeater. It then unicasts this Utility and its estimated
data rate to B. Note that the data rate is calculated from
the signal strength of overheard packets sent by B.



Figure 3: Steps of the Repeater Initiation Protocol.

3. B recalculates its Utility based on the number of the
updated data rates of clients whose responses had Util-
ity improved (assuming the clients will accept to use
the repeater). It then rebroadcasts a message with a
revised set of client IP addresses.

4. When A receives the second request, it recomputes its
utility and sends a message to B either accepting or re-
fusing to join the repeater network. If A accepts, it will
start monitoring the medium for B’s repeater network.

5. When B receives sufficient acceptances from autho-
rized clients, it turns itself into a SoftRepeater.

6. Authorized clients then join the repeater network.

Note that messages in steps 1 through 4 of the above pro-
tocol are sent via the AP over the WLAN network, and works
only if all the clients are connected to the AP. Currently,
we do not support scenarios where a client is disconnected
from the network. However, we note that these scenarios can
be implemented using schemes similar to the ones proposed
in [6, 1].

Each node that is part of the SoftRepeater network recal-
culates its utility function once every 10 seconds. When a
station does not receive any benefit from being a repeater, or
being part of a SoftRepeater network, it stops the repeater
network, or leaves the network respectively. In our current
implementation, we do not allow clients to join a SoftRe-
peater network without going through the entire repeater ini-
tiation protocol.

SoftRepeater uses a simple scheme to maintain a client’s
existing TCP and UDP connections. A client that joins the
SoftRepeater network keeps its original IP address, and the
repeater sends a gratuitous ARP to the AP with the client’s
IP address. Therefore, when the AP receives a packet for the
client, it sends it to the repeater instead. The repeater then
forwards it to the client. Note that when a client decides to
leave the SoftRepeater network, it sends a gratuitous ARP to
the AP with its IP address.

The biggest overhead in initiating a SoftRepeater is the
time to complete Steps 5 and 6 of the above protocol. Previ-
ous work [6] measures the time for a node to start a network,
and clients to join it, to be less than 1 second. We observe
similar delays in our experimental setup.

3.2 Security
SoftRepeater is designed primarily for trusted environ-

ments, such as at-home and enterprise networks. As such,
our current version does not explicitly address security loop-
holes in 802.11. Nonetheless, we touch briefly upon both the
pros and cons of using SoftRepeater in an untrusted environ-
ment. We discuss security from three perspectives: privacy,
greedy stations, and malicious stations.

Privacy: SoftRepeater does not enhance network privacy.
When no MAC-layer security or global-key MAC-layer se-
curity such as WEP is employed, SoftRepeater functions
seamlessly, offering security similar to a SoftRepeater-free
network. Pairwise-key MAC level encryption (such as with
WPA) is problematic for SoftRepeater without MAC-layer
modification since the repeater would require access to the
key utilized by the AP and client to identify their packets for
repeating. End-to-end encryption methods such as IPSec are
necessary to enforce privacy in the SoftRepeater setting.

Greedy Stations: Bandwidth-greedy stations may try to
game the repeater infrastructure. For instance, a node may
lie about having a high transmission rate to the AP, or may
choose to drop packets from stations for which it has promised
to function as a repeater. To address the first issue, we note
that a greedy repeater attempting to obtain additional through-
put for itself must communicate with the AP at its permitted
rate. Hence, a client can first observe the current transmis-
sion rate of a repeater to the AP to assess for itself the rate
that the claimed repeater can access the AP. Both concerns
can also be addressed in short order by having nodes verify
that communication transpires as promised, and otherwise
quit the SoftRepeater connection.

Malicious Stations: SoftRepeater has no explicit defense
against stations that wish to jam other transmissions. How-
ever, SoftRepeater does not increase susceptibility to jam-
ming attacks, and may in fact reduce susceptibility since the
neighboring transmitters have a better signal strength.

A malicious station could lie about its rate to the AP and
“pretend” to send packets at a high rate to trick clients. Clients
can observe an AP’s response (or lack thereof) to this mali-
cious station. In any case, a client would identify the mali-
cious behavior in short order when its end-to-end through-
put would drop beyond the expectation. It can subsequently
blacklist the repeater (based on MAC address). A sophis-
ticated attacker could spoof MAC addresses at a high rate,
confusing a client as to the identity of a valid repeater. Some
type of trust or authentication mechanism would be required
to obviate this problem.

4. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the Soft-

Repeater system. We begin by demonstrating the benefits of
using SoftRepeater with controlled experiments in a simple
testbed. Then, we present several micro-benchmarks related
to the repeater initiation protocol.Finally, using simulations,
we investigate certain aspects of the performance of SoftRe-



peater in more detail.

4.1 Benefits of Using SoftRepeater
We demonstrate the benefits of SoftRepeater using a sim-

ple testbed that consists of two laptops, A and B (running
Windows XP), and one 802.11a AP. The testbed is set up on
one floor of a typical office building, as shown in Figure 4.
We fixed the location of the AP and station A, and placed
station B at different locations. The locations we used are
labeled X, Y, T and Z. We placed the AP at location X, sta-
tion A at location Y. Location of station B varies depending
on the experiment. For some of the experiments, A serves
as the repeater for B, which becomes the client. The wire-
less network operates on channel 36 (802.11a). When the
repeater functionality is used, the repeater network is also
established on the same channel. The worst case time to
switch between the two networks to a network is around
50ms. In our experiments, we use Max-Min Fairness to de-
termine whether to switch on SoftRepeater, and the fractions
of time spent on the primary and repeater networks if Soft-
Repeater is switched on (see Section 3.1.2). RTS/CTS ex-
change was turned off for all experiments.

We study the impact of SoftRepeater on both UDP and
TCP flows. The UDP traffic consists of 1400 byte (payload)
packets sent as fast as possible. The TCP traffic is generated
using a variant of TTCP [25] for Windows. We enabled the
TCP windows scaling option and use asynchronous send and
receive with large send and receive buffers. We also set the
receive buffer to be 1 MB. All our throughput measurements
are averaged over 10 runs.

We first evaluate the SoftRepeater architecture with both
uplink and downlink traffic. We then study the performance
of SoftRepeater when a node helps multiple clients.

4.1.1 Downlink UDP Flows

In the first experiment, we evaluate the throughput of down-
link UDP flows from the AP to the stations with and without
SoftRepeater. A sender is connected to the AP via wired
Ethernet. The sender sends UDP flows to both A and B. We
plot the throughput received by both stations at different lo-
cations in Figure 5. The values inside the bars denote the
data rate of packets sent to each station.

Initially, both A and B are at location Y (see Figure 4),
which is a conference room located 3 offices away from the
AP’s location, X. Both stations have a good connection to
the AP, and get approximately the same throughput. We then
move station B to location Z, which reduces its connection
quality to the AP. The AP can only send packets at 6 or 9
Mbps to B, and hence the throughput of the flow to B drops.
Further, the throughput of the flow to A also drops signifi-
cantly due to rate anomaly. However, the throughput of both
A and B goes up if A turns itself into repeater for B. The
results are shown in Figure 5. B gets better throughput be-
cause it receives packets at a higher data rate from A, and
A gets better throughput since it does not suffer from rate
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Figure 5: Downlink UDP flows, with and without SoftRe-
peater.

anomaly due to low data rate packets. The overall network
throughput nearly triples when SoftRepeater is used.

4.1.2 Downlink TCP Flows

We set up downlink TCP flows from a wired host to the
two wireless stations A and B. The results are shown in Fig-
ure 6. When both A and B are at location Y of Figure 4,
both of them get a throughput of approximately 9 Mbps. We
then move B to location T4. With this, the throughputs of
A and B drop significantly. When A turns into a repeater, it
increases the TCP throughput of both itself and B, and the
overall network throughput goes up by 50%5.

4.1.3 Uplink Flows

Although the predominant traffic in wireless networks is
downlink flows, there is usually a small fraction of uplink
flows as well. We now show that SoftRepeater also pro-
vides throughput improvement for uplink flows. We per-
formed experiments for TCP as well as UDP flows and the
performance in both of these scenarios was similar. We only
present the UDP results here.

We initiated UDP flows from stations A and B to a host on
the wired network. The results are shown in Figure 7. When
both stations are at location Y, they get approximately the
same throughput. However, we see fluctuating data rates due
to collisions and auto-rate at the stations. When station B is
moved to location Z, the throughput of both A and B drops
due to the impact of rate anomaly. We see that the through-
put of A is slightly higher than that of B. The reason is that
station A is closer to the AP, and its packets can sometimes
be decoded by the AP even when they collide with packets

4We could not get a stable connection from B to the wired host
when B is at location Z.
5In addition, we note that when A is used as a repeater, B was able
to establish a stable TCP connection from location Z as well.
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 Figure 6: Downlink TCP flows, with and without a SoftRe-
peater.
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 Figure 7: Uplink UDP flows, with and without SoftRepeater.

sent by station B (capture effect). When station A functions
as a repeater, the throughputs of both stations increase and
the overall network throughput is doubled.

4.1.4 Performance with Multiple Clients

In another experiment, we studied the performance of Soft-
Repeater when it repeated traffic from two clients instead of
one. We first placed three stations A, B, and C at location Y
of Figure 4, and the AP was fixed at location X. We started
downlink UDP flows from the AP to all the stations, and
plot the throughput of each of the flows in Figure 8. We then
moved B and C to location Z. We saw a significant decrease
in throughput due to rate anomaly. However, the throughput
of all the stations increased when A (which is at location Y)
acted as a repeater for both B and C at location Z. Using A
as a repeater nearly triples the network throughput.

4.2 Protocol Validation
SoftRepeater requires nodes to dynamically detect rate

anomaly, and initiate SoftRepeater on the fly. In this section,
we validate the correctness of our system. We first show
the feasibility of mapping between RSSI and the data rate.
We then demonstrate the correctness of the Repeater Utility
Function and the Repeater Initiation Protocol using a care-
fully controlled, simple traffic scenario. Finally, we validate
our Repeater Initiation Protocol, in five other scenarios.

4.2.1 Signal Strength vs Data Rate

The Repeater Utility function, described in Section 3.1.2,
requires a mapping from RSSI to the expected data rate. We
now show that this mapping is feasible. We set up a sender at
a fixed location on our floor, and moved a receiver to 267 dif-
ferent locations. The sender transmitted a stream of packets
to the receiver using its default auto rate algorithm. At each
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Figure 8: Downlink UDP flows when SoftRepeater serves
two clients.
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Figure 9: Correlation between RSSI and data rate.

location, we measured the RSSI of the received packets, and
the data rates there were sent at. The results are shown in
Figure 96. Note that a WiFi sender determines the transmis-
sion rate of the packets based on a variety of factors such as
loss rate, and the signal strength of packets (such as ACKs)
that it has received from the receiver. Yet, we see that there
is a reasonable correlation between the signal strength with
which each packet wasreceivedand the data rate it wassent
at. In other words, the wireless channel is somewhat (but not
completely) symmetric. We use these measurements to build
a table which predicts the most likely data rate given an RSSI
value. Note that these numbers do not have to be exact. A re-
peater network is started only when the expected throughput
(calculated from the likely data rate) is significantly higher
than the current throughput. We note that these measure-
ments are supplementary to the ones presented in [2], which
showed the correlation between loss rate and RSSI at a fixed
data rate. As described in Section 3.1.2, we can also use a
more robust approach to infer data rates like [27].

4.2.2 A simple traffic scenario

We now demonstrate that the repeater functionality is ini-
tiated only when it benefits both the repeater and the client.
As before, We place the AP at location X, station A at loca-
tion Y, and station B at location Z. We know from previous
experiments, that rate anomaly will exist in this situation.
6Note that multiple locations may give the same RSSI and data rate
values.
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Figure 10: AP sends full blast traffic to A, and sends bursts
of packets to B with a pause for 1 ms. MAX corresponds to
back to back UDP packets.

However, if B is not sending or receiving significant traffic,
there is no need for A to offer the SoftRepeater functionality.

To illustrate this, we start a full blast UDP transfer from a
wired host connected to the AP to A. Another flow is started
from the wired host to B. We send packets to B in bursts,
with a 1 ms pause between bursts.

Figure 10 plots the throughput of flows to A and B upon
changing the number of packets that are sent to B in each
burst. MAX in the figure corresponds to back to back UDP
packets to B with no pause. Each UDP packet in our experi-
ments is 1400 bytes long.

We first carried out the experiment when A never becomes
a SoftRepeater. The throughputs of A and B are shown by
solid lines in Figure 10. Next, we repeated the experiment
when we forcibly turn A into a repeater and B into a client.
The throughput of the two stations with SoftRepeater turned
on is shown by dashed lines in Figure 10.

We see that starting a repeater at A will hurt its perfor-
mance if B is not receiving enough traffic. Turning on re-
peater functionality benefits A only when the throughput it
gets with the repeater functionality turned on is higher than
the throughput it gets with the functionality turned off. This
happens when B starts receiving more than 3 packets in each
burst. Similarly, it is not in B’s interest to join a repeaternet-
work until it starts to receive more than 4 packets per burst.

Finally we repeated the experiment once again, and al-
lowed A to become a repeater when it saw benefits. Our
system correctly detected that A should become a repeater
only when B was sending more than 3 packets in a burst.
For this case, A calculated its expected throughput would be
5.5 Mbps, if it turned on the repeater functionality. Further,
the repeater network was started (i.e. B joined it) only when
B started receiving more than 4 packets in a burst. This ex-
periment demonstrates the correctness of our rate anomaly
detection routine, and the calculation of the utility function.
In the next section, we consider more complex traffic sce-
narios to validate our protocol.

4.2.3 Other traffic scenarios

We now validate the Repeater Initiation Protocol under
five different scenarios. We fix the AP at location X, and

place stations A and B at locations X, Y and Z for different
experiments. In all these scenarios, we initiate UDP traffic
from a host that is connected to the AP over Ethernet.

As discussed in Section 3.1, a station starts the repeater
network only if the following conditions are satisfied. (1)
The network is heavy loaded when the percentage of busy
airtime consumed by data packets is over a pre-set thresh-
old (50%) (2) A rate anomaly scenario in which the ratio of
packets sent to different stations (i.e., Packet Ratio denoted
in Table 1) is disproportionate to their corresponding data
rate ratio. We use 1/2 as the threshold. (3) The potential
repeater observes a strong signal strength (≥ 26) from the
client. A signal strength of 26 corresponds to an expected
data rate of 36 Mbps from our measurements. (4) For the re-
peater, the expected throughput from using the repeater net-
work is higher than its current throughput. (5) For the client,
the expected throughput from using the repeater network is
higher than its current throughput.

We now describe each scenario that we tested against. The
results are summarized in in Table 1.

Healthy Network: We place the AP and stations A and B
at location X. We send full blast UDP traffic to both A and B.
Traffic in both connections are sent at 54 Mbps. Both A and
B receive a high throughput of around 12 Mbps. There is no
rate anomaly in this scenario, and so the repeater network is
not started.

No Congestion: We place the AP at location X, station
A at location Y and station B at location Z. We send UDP
traffic at 1.2 Mbps to A and 0.6 Mbps to B. In this scenario,
A observes that the network is busy transmitting data pack-
ets 12% of the time, which is less than the 50% threshold.
Therefore, the repeater network is not started.

Rate Anomaly: We place the AP at location X, station A
at location Y and station B at location Z. We send full blast
UDP traffic to both A and B. A receives packets at 54 Mbps,
while B receives packets at 6 Mbps. The throughputs of both
A and B are approximately 2 Mbps. This is a typical rate
anomaly scenario, and all conditions for initiating a SoftRe-
peater are satisfied: the percentage of busy airtime (87%)>
50%; and the utility function indicates that there is value in
starting the repeater functionality. Note A indeed starteda
repeater network, and A’s and B’s throughput increased to
3.24 Mbps and 3.22 Mbps, respectively.

No Available SoftRepeater: We place the AP and A at
location X, and B at location Z. We send full blast UDP traf-
fic to both A and B. The AP uses transmission rate of 6Mbps
while sending to B and 54Mbps when sending to A. The
UDP throughput to both A and B is about 3 Mbps. Station A
recognizes that this is a rate anomaly scenario. However, the
observed RSSI from B is 12, which is less than 26. There-
fore, A is not in a good position to help B, and the repeater
network is not started. This happens because A is too close
to the AP (rather than being midway between the AP and
B, as in the previous scenario), and B is likely to get the
same poor performance from talking to A as that it is getting



Scenario Station A’s observations Throughput at A Throughput at B
Busy Packet Rate RSSI Measured Measured Measured Measured

Airtime Ratio Ratio from B without with without with
Repeater Repeater Repeater Repeater
(Mbps) (Mbps) (Mbps) (Mbps)

Healthy Network 44% 1 1 79 12.0 11.9
No Congestion 12% 67 1.2 0.6
Rate Anomaly 87% 0.48 9 35 2.4 3.24 1.9 3.22

No SoftRepeater 88% 0.6 9 12 3.0 3.1
Complex Setting 85% 0.28 9 29 0.6 0.6 0.8 3.88 (4 for C)

Table 1: Results of the Repeater Initiation Protocol for 5 scenarios. Station A is the potential repeater. Packet Ratio is the
ratio of the number of packets sent to the high rate station divided by the number of packets sent to the low rate station, and
Rate Ratio is the ratio of the data rate used by the high rate station to the data rate used by the low rate station. Our protocol
turns on SoftRepeater at station A for the third and fifth scenarios.

from talking to the AP. To verify this, we manually started
the repeater network. With the repeater switched on, B’s
throughput dropped from 3.1 Mbps to 2.1 Mbps.

Complex Setting: We introduce another station C. We
place both C and AP at location X, A at location Y and B at
location Z. We send full blast UDP traffic to both B and C,
and small amount of traffic (0.6 Mbps) to A. AP sends pack-
ets to B at 6 Mbps, to C at 54 Mbps and both B and C achieve
0.8 Mbps throughput. A’s moderate bandwidth requirement
is satisfied. However, A is the only one that is in a good loca-
tion to help B. A observes strong RSSI (29) from B; and the
utility function indicates that the repeater should be started.
After the repeater network is started, A’s throughput staysat
0.6 Mbps (since it is not bottlenecked) while B’s throughput
improves to 3.88 Mbps and C’s throughput improves to 4.0
Mbps. In summary, after A becomes a repeater, it signifi-
cantly improves the throughput of other clients around it.

4.3 Summary
The experiments in this section show that using SoftRe-

peater increases the throughput of the repeater as well as of
the client(s) being helped. This increases the overall through-
put of the system. We have shown that SoftRepeater works
in many different traffic scenarios, with multiple clients,with
both uplink and downlink traffic, and benefits TCP as well as
UDP flows. We also showed that using network coding with
SoftRepeater further improves the overall throughput [4].

4.4 Simulation Results
Certain aspects of the SoftRepeater protocol are difficult

to evaluate using a testbed. For example, we cannot easily
change the switching overhead in our implementation. For
such cases, we turn to simulations. Simulations also allow
us to evaluate the protocol on larger networks. To this end,
we have implemented the SoftRepeater protocol using Qual-
net [21]. In addition to the protocol, we also built a simple
model of indoor signal propagation that mimics the testbed
environment used for experiments reported earlier. Our sim-
ulations will focus on the objective of maximizing the mini-
mum (see Section 3.1.2).

4.4.1 Impact of switching overhead
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Figure 11: Impact of switching overhead on TCP through-
put.

We simulate an indoor office environment, similar to one
shown in Figure 4. The AP is located in one of the offices,
station A is located 3 offices away from the AP, and station B
is located 9 offices away from the AP. A sender connected to
the AP via a wired link sends TCP traffic to the two stations
as fast as it can. The wired link has a bandwidth of 100Mbps,
and a delay of 50ms.

When station A does not act as a repeater, both A and B re-
ceive a throughput of 3.9Mbps (the baseline case). Next, we
force A to always act as a repeater for B (which becomes the
client). We assume a switching cycle of 200ms and vary the
switching overhead from 2ms to 50ms. Figure 11 shows the
improvement in throughput over the baseline case for vari-
ous switching overheads. We see that repeater functionality
improves performance until the switching overhead exceeds
40% of the switching cycle.

4.4.2 Effectiveness of Repeater Initiation Protocol

We now evaluate the effectiveness of the repeater initia-
tion protocol, such that it turns on the repeater functional-
ity only when there is throughput improvement. The AP is
placed in office 0, station B is placed 9 offices away, and
station A is moved from office 0 to office 9. A wired host at-
tached to the AP sends UDP traffic to both A and B as fast as
it can. The switch cycle is 200ms, and switching overhead is
set to 4ms. We consider two cases: (a) both A and B are run-
ning the repeater initiation protocol, and (b) A is forced tobe
the repeater for B. Figure 12 shows the throughput improve-
ment over the baseline case where no SoftRepeater is used.
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Figure 12: Max-min fairness: (a) Repeater Initiation Pro-
tocol is used, (b) SoftRepeater is always ON.

In most cases, the repeater functionality should be turned on.
However, when A is in office 0 and office 9, turning on the
repeater can introduce throughput loss. The repeater initia-
tion protocol correctly detects this, and does not turn on the
repeater functionality in those cases.

4.4.3 Larger networks

In our evaluation of the SoftRepeater protocol so far, we
have focused on scenarios involving two or three stations.
We now consider larger networks.

The first scenario we consider is as follows. The AP is
located in one of the offices. Station A is located 3 offices
away from the AP. Station B is located 9 offices away. A
number of interfering nodes (see the multi-node analysis in
Section 3.1.2) are located 5 offices away. A UDP sender at-
tached to the AP sends downlink traffic to all stations as fast
as possible. We consider three scenarios. First, no repeater
functionality is used. Second, station A is always forced to
be a repeater to serve station B (which becomes the client).
Third, we run the repeater initiation protocol and let it decide
whether to turn the repeater functionality on.

No repeater Repeater ON Protocol (MaxMin)
# other All Nodes Other Nodes Other
nodes nodes A & B nodes A & B nodes

0 4.55 7.53 - 7.53 -
2 3.27 2.52 7.87 3.27 3.27
4 2.56 1.50 4.70 2.56 2.56
6 2.09 1.08 3.34 2.09 2.09

Table 2: Average throughput (in Mbps) in the presence
of interfering nodes (denoted by “other” nodes here).

Table 2 shows the results. Our analysis in Section 3.1.2
shows that in presence of several competing nodes, turning
on the repeater functionality brings little benefit to either the
client or the repeater. Thus, when the Max-Min Fairness
objective is used, the repeater functionality is generallynot
turned on in presence of competing nodes, as confirmed in
Table 2. On the other hand, we see that the total throughput
does improve if the repeater functionality is turned on. We
have verified that if we are to maximize the total throughput,
the protocol does switch on the repeater functionality.

In the previous scenario, a large number of stations did
not participate in the repeater networks. We now consider a
different case. We placeN repeaters three offices away from
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Figure 14: Improvement in throughput with multiple clients.

the AP, andN other clients 9 offices away. We consider the
UDP sender, as before. We establish the baseline by measur-
ing throughput without any repeater functionality. Next, we
turn on the repeater functionality, but ensure that each of the
N far nodes is associated with a distinct repeater in office
3. Figure 13 shows that the improvement over the baseline
throughput is at least 55%. We note that this is the best-case
scenario that requires coordination among the repeaters. We
are currently developing a repeater coordination protocolfor
this purpose.

We next consider the case when a single repeater serves
multiple clients. We place station A 3 offices away from the
AP, andN clients 9 offices away. As before, we consider
the UDP sender. We establish the baseline by measuring the
throughput without the repeater. Then, we run the repeater
initiation protocol, which will have station A as the repeater
serve all theN clients. Figure 14 shows that the improve-
ment over baseline throughput is more than 65%.

5. RELATED WORK
In [13], the rate anomaly problem in 802.11b WLANs was

first exposed and analyzed. Our experimental results confirm
this problem for 802.11a WLANs.

Various solutions to the rate anomaly problem suggest
changing the MAC to be “time-fair” rather than the current
“packet-fair” scheme that is used in practice [14, 20], and
therefore require a new MAC and would not interoperate
with the defacto standard 802.11 deployed in conventional
LANs. Furthermore, unlike SoftRepeater, the above ideas
have not been demonstrated on top of real systems.

In contrast to SoftRepeater, other practical solutions, such
as [23, 11] require changes to the AP. Another drawback of
prior work is that they further degrade the performance of the
low-rate stations, such that the incentive to affect the change



is not global among stations, as is the case for SoftRepeater.
Multi-hop extensions to WLANs, such as those proposed

in [17, 19], have demonstrated in simulation that they too
can alleviate the rate anomaly problem. However, because
they require substantial modifications to the MAC layer, they
have not been tested in practice. CoopMAC [18], while hav-
ing been implemented, only supports the ad-hoc mode and
does not implement some of the MAC-layer features due to
hardware constraints. Also, SoftRepeater can use multiple
channels, while CoopMAC cannot.

Mesh routing schemes (e.g., [9, 10]) focus on increas-
ing throughput in an ad-hoc setting. Specifically, WCETT
[10] aims of minimize the transmission times of a mix of
high-rate and low-rate senders. To account for background
interference, we can use a similar idea of WCETT to de-
termine the link throughput via link-level probing (see Sec-
tion 3.1.2). Although mesh routing schemes consider more
complex cases with multiple hops, using three or more hops
to mitigate rate anomaly only brings marginal benefits [17].
On the other hand, unlike SoftRepeater, these schemes can-
not address fairness issues involving more than one station.

Commercially available hardware repeaters [8, 7, 26] blindly
repeat everything they overhear over the air without con-
sidering the effects. Consequently, they double the traffic
transmitted over the air, and each new repeater reduces the
network capacity by half. They are mainly useful as range
extenders instead of addressing the rate anomaly problem.

6. CONCLUSION
We have presented a new approach, called SoftRepeater,

to alleviate the rate anomaly problem in IEEE 802.11 WLANs.
As part of the SoftRepeater design, we also propose new
algorithms to determine the presence of rate anomaly and
a mechanism for dynamically starting a repeater network
without breaking existing connections. Our scheme does
not require any changes to the 802.11 MAC, and works over
commercially available wireless cards. We have implemented
SoftRepeater on Windows XP and our evaluations show that
SoftRepeater can improve the total network throughput by
up to 200% in some of the scenarios that we explored.

We are exploring ways to improve the performance of
SoftRepeater. First, to reduce the switching overhead of Vir-
tualWiFi, we are exploring a hardware implementation of
VirtualWiFi with Atheros chipsets, whose newer versions al-
low simultaneous associations to multiple BSSIDs [3]. Sec-
ond, we are enhancing the Repeater Utility Function with
the power consumption of the SoftRepeater, and mobility of
the repeater and the clients. Third, we are exploring an alter-
native architecture in which some nodes have multiple WiFi
radios, and are therefore more likely candidates to become
a SoftRepeater. Finally, we are developing a protocol for
repeaters to coordinate their actions to improve their cumu-
lative performance.
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