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ABSTRACT

Currently deployed IEEE 802.11 WLANS (Wi-Fi networks)
share access point (AP) bandwidth on a per-packet basis. - Data Rate: 18 Mbps
However, the various stations communicating with the AP
often have different signal qualities, resulting in diéfat
transmission rates. This induces a phenomenon known as
therate anomaly probleryin which stations with lower sig-
nal quality transmit at lower rates and consume a signifi-
cant majority of airtime, thereby dramatically reducing th
throughput of stations transmitting at high rates.

We propose a practical, deployable system, caSedt- 5 ;
Repeaterin which stations cooperatively address the rate 0 \
anomaly problem. Specifically, higher-rate Wi-Fi stations A&BNearAP After Amoves
opportunistically transform themselves into repeatersta-
tions with low data-rates when transmitting to/from the AP.
The key challenge is to determine when it is beneficial to
enable the repeater functionality. In this paper, we prepos
an initiation protocol that ensures that repeater funetion
is enabled only when appropriate. Also, our system can run
directly on top of today’s 802.11 infrastructure networks.

We evaluate our system using simulation and testbed im-
plementation, and find that SoftRepeater can improve cumu-
lative throughput by up to 200%.
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Figure 1: The Rate Anomaly problem. B’s throughput
drops to 25% even though it never moved.

transmit packets at different transmission rates. The IEEE

802.11 protocol arbitrates channel access requests on a per

packet basis. Assuming that all stations transmit paclkets o

equal size, the stations that use lower transmission rate co

sume more airtime. This often severely limits the throughpu
of stations that are able to transmit at higher rates.

This problem is demonstrated experimentally in Figure 1.
A testbed with two laptops (stations), A and B, are associ-
1. INTRODUCTION ated to a single Access Point (AP) in IEEE 802.11a mode.

As corporations move to all-wireless offices, and a culture Each station sends UDP packets to the AP as fast as it can.
of mobility takes root, performance of such networks be- When both stations are close to the AP, both have good sig-
comes paramount. In traditional corporate Wi-Fi networks, nal strength and transmit packets at their highest possible
APs are generally sparely deployed. When heavily used, rate; each station receives a UDP throughput of 13 Mbps.
such networks suffer from the well-knowaite-anomaly prob-  When station A moves away from the AP, its signal strength
lem[13]. This problem arises when multiple Wi-Fi stations lowers, and a built-in auto-rate algorithm reduces A's $ran
" , . _ _ mission rate to 18 Mbps, increasing the time needed for
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the medium on a packet-by-packet basis, B's throughput de-
creases as well, in this case of our experiment by 75%, even
though B never moved. This experiment conclusively demon-
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ever, they have the following limitations: requiring dedi- ¢ Animplementation of the SoftRepeater system in Win-

cated hardware repeaters (e.g., [7, 8, 26]), making changes dows XP, with its performance evaluated in both Qual-
the MAC layer (e.g., [17, 18, 19]), or constructing multiho net simulation and extensive experiments using our im-
networks from existing stations in ad hoc mode (e.g., [10]). plementation on a testbed.

Hence, they either increase cost, do not conform to cusrentl
deployed infrastructure networks, or cannot be activated o~ The results from our experiments and simulations show
demand only when providing benefit. that under right conditions, the SoftRepeater protocol can
In this paper we describe a different approach: a prac- improve the performance of Wi-Fi networks by up to 200%.
tical, deployable system calleBoftRepeaterthat enables ~ Furthermore, the protocolis able to correctly determinemvh
stations (known asepeater$ with good signal strength and it is beneficial to turn on the repeater functionality.
high transmission rates tpportunisticallyact as relays for The rest of the paper is organized as follows. Section 2
stations (known aslients with poor connectivity to the AP overviews the SoftRepeater architecture, and Section-3 dis
and low transmission rates. Our system requires no change$usses its implementation details. Section 4 presents-€val
to the 802.11 MAC. Also, it is implemented entirely in soft- ation results. Section 5 reviews related work, and Section 6
ware that runs on the client stations, thereby requiring no concludes the paper.
changes to the AP.
One key challenge is to ensure that the system is activated2. THE SOFTREPEATER APPROACH
only when beneficial to all parties who suffer from the Rate

) ; Our opportunistic repeater framework, SoftRepeater; alle
Anomaly Problem. For example, if the overall network uti-

Aakdiind ] ' viates the rate anomaly problem [13, 24], which arises when
lization is low, there is no need for repeaters. Itis Neagssa  gations within interference range of one another send-pack
to havepractical prediction algorithms that identify when o5 ot gifferent data rates. This occurs commonly in pragtic

the system would offer benefit. S mostly due to the auto-rate algorithm of IEEE 802.11 that
Another key challenge is that once our systemiis activated, iy sts the transmission rate of a wireless card based on RF

we require that the repeater cegliably send and receive  gjgna| quality and excessive packet loss. These two proper-
traffic to/from both the AP and the client. Such can only be jjeg are often quite varied across stations in a networky The
achieved by having the repeater alternately switch between.,n pe due to: (1) topological placement, with nodes fur-
the infrastructure mode (for communication with the AP) her from the AP having weaker signal and hence lower rate,
and the ad hoc mode (for communication with the client). () heterogeneous receiver sensitivities for differertewi
The practical needs of switching between the two modes are|o5s cards [22], and (3) co-existence of different, compet-
detailed in [5]. Thus, our system needs to efficiently switch ing bands, like IEEE 802.11g with older, lower rate IEEE
between the two modes, and determine the fraction of time g3 11 statiors Note that in each of the above scenarios,
spent on each mode to ensure the fairness of throughput ofhe interfering stations do not have to belong to the same
both the repeater and the client. o network; it is sufficient that they interfere with one anathe
The algorithms and protocols are embodied inJoéRe- SoftRepeater allows some stations (usually those near the

peateragent that runs on participating stations. The agent ap) o act as repeaters for other clients (usually those that
uses VirtualWiFi [5, 15] to support the repeater functienal ;¢ further away), in order to improve the overall network
ity in the common case where each station has only one ra-performance.

dio available. This implementation is particularly attree For example, after node A has moved in Figure 1, node B
because the repeater is able to exploit available frequency;, s on the SoftRepeater functionality, and acts as a tepea

channels to provide good performance, without requiring €x ¢4, node A. Node A now sends its packets to node B, instead
tra hardware. If multiple radios are available, SoftRepeat ¢ sending it to the AP. Since node A is close to node B, the

can use them in conjunction with multiple channels to fur- 5 15.rate algorithm at node A uses higher transmission rate
ther boost the performance of the network. to send these packets. The throughput of node B will also go

_Inthe context of our system, our important research con- 5 hecause it is not contending for airtime with packets sent
tributions are the following: at a lower data rate.

the Rate Anomaly Problem as a set of utility maxi- €ach station independently, using locally available infar

mization problems for different fairness requirements. tion. A station initiates the repeater functionality (i.e-
comes a SoftRepeater) by starting an ad hoc network, and

* An algorithm that enables stations to detect the rate then quickly switching between the original infrastruetur
anomaly problem in a Wi-Fi network, and then predict (aAp-based) network and the newly formed ad hoc network
when invoking SoftRepeater will alleviate the problem.  sing VirtualwiFi [5, 15]. The ad hoc network and the in-

e The protocol utilized by stations to negotiate, reach frastructure networks can be on different channels. Other

consensus, and subsequently activate SoftRepeater fundsimilar problems occur when IEEE 802.11n stations have o co
tionality. exist with pre-lIEEE 802.11n stations.
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Figure 2: The SoftRepeater Architecture.

clients join the newly-formed ad hoc network and use the

SoftRepeater as a relay, if it improves their performance.
SoftRepeater works with ordinary, off-the-shelf wireless

cards, and is entirely software-based, not requiring aayghs

to the firmware or the hardware of the wireless cards. Most

such cards cannot be turned into transparent, MAC-levay €

using a single wireless card. It abstracts the wireless card
into two virtual instances, shown &epeater Virtual Inter-
faceandPrimary Virtual Interfacein Figure 2. The shaded
components are disabled when a station is not using the re-
peater network. Thus, when a station is performing well,
the wireless card is always connected on the primary wire-
less network. When a station wishes to initiate a repeater
network (i.e. become a repeater), it starts the VirtualWiFi
service, and plugs in the details of the repeater network to
the Repeater Virtual interface. We have made several mod-
ifications to significantly reduce the switching time in com-
parison to the original VirtualWiFi [5] implementation; ou
current implementation allows a station to switch between
the primary and the repeater networks in less than 40ms.

The SoftRepeater service constantly monitors the perfor-
mance on the wireless network, estimating the utility afini
ating the repeater network by polling various counters ef th
wireless card driver. The service also communicates with
other nearby stations before finalizing the decision ta-init
ate or join a repeater network.

In addition, when the SoftRepeater service initiates the
repeater functionality, it buffers packets for the priméer

2") repeaters. Consequently, our system is implemented in P€ater) network if the repeater (primary) is currently ysed

the “layer 2.5” of the OSI network stack.

S0 as to ensure reliable packet delivery. Note that the buffe

An alternative to the SoftRepeater approach is to deploy "9 mechanism can be implemented without modifications
hardware repeaters. The main drawback of this scheme ist the AP. The implementation details are found in [5].
that it requires dedicated hardware, and cannot be deployed "€ Network Coding Engine is an optional module that

opportunistically. Further, since stations do not facedqyer
mance problems all the time, it is difficult to justify dedi-
cated hardware to address this problem.

Besides solving the rate anomaly problem, the SoftRe-

can further improve the performance of the repeater and the
client, with a tradeoff of minimal modifications to the AP.

We conduct testbed experiments on using the Network Cod-
ing Engine and demonstrate the improvement of throughput

peater system has other applications as well. For example @S compared to without cod_ing. Due to space constraints, we
one could use our SoftRepeater framework to dynamically "€fer readers to [4] for details.

extend the range of a WLAN. A node at the edge ofa WLAN

could provide coverage to areas that are outside the range 013'1

the AP. However, in this paper, we focus only on the rate
anomaly problem.

3. ARCHITECTURE
As illustrated in Figure 2, the architecture of tiSeft-

Repeateragent that runs on each node is based on Virtu-

alWiFi [5], which is a virtualization architecture for wire
less network cards.
tiple virtual instances, and each virtual instance appasrs

It abstracts a wireless card into mul-

Initiating a SoftRepeater

The SoftRepeater service monitors the performance on a
station’s wireless interface, analyzes packets to infeetk
istence of the rate anomaly problem, and executes a four-
way handshake protocol to confirm ttedlt participating sta-
tions have the necessary incentive to initiate SoftRepeéte
this is confirmed, SoftRepeater is activated.

3.1.1 Detecting Rate Anomaly
The SoftRepeater service infers the existence of the rate

an independent network interface to the user, allowing the anomaly problem if the wireless network interface is consis
user to connect each virtual card to a separate wireless netiently backlogged, i.e. the station is trying to use the oekw

work. VirtualWiFi provides an illusion to the user of simul-
taneous connectivity on all wireless networks using efficie
switching and buffering techniques. It is implemented as
an intermediate layer driver and a user-level service, show
asVirtualWiFi Layer 2.5 Driverand VirtualWiFi Servicein

at a higher rate than what is offered, and nearby nodes send
approximately the same number of packets, but at a lower
data rate.

The service collects information about nearby stations and
their transmitted packets by setting the wireless carddos-

Figure 2. The mechanisms of switching and buffering are cuous mode and logging aggregate information for each sta-

implemented in the kernel, while the logic and policies are
implemented as a user-level service.

tion. This aggregate information is maintained in a table,
where each row corresponds to a MAC identifier of another

SoftRepeater uses VirtualWiFi to implement a repeater node whose packets were overheard, plus one additional row



for itself. Each row has five entries: the number of packets ties. For instance, the expected throughput can be computed
heard, the average size, RSSI and data rate of data packetgsing 1/ ETT, where ETT [10] is the expected transmission
received, and the BSSID of the associated network. This in- time of a packet over a link and is measured from link-level
formation is updated once every second and is maintained agprobing. The expected throughglif 5 andT’z can then be

a moving average over 5 update intervals. obtained from table lookups indexed By p andRp.

The utilization of the wireless medium is calculated by  The resulting throughputs also depend on parameters
adding the airtime consumed by all neighboring nodes, whereand3, wherex is the fraction of time that the repeater spends
a neighbor’s airtime is calculated using the size and num- on the primary network forwarding both its and its supported
ber of packets received from that node, and the data rate atlients’ packets to/from the AP, artlis the fraction of time
which the packets were sent. If the utilization of the medium that the repeater spends on the repeater network relaging it
is greater than 50% and the SoftRepeater service observeslients’ packets. If « and/3 are fixed constants and both A
another neighbor sending approximately the same fractionand B have the same throughput, then in our example, by in-
of packets, but at a lower data rate, it predicts that the rate voking SoftRepeater, the expected throughput of B from us-

anomaly problem exists. ing a repeater is given by’.’gﬁ; the expected throughput of
A from using a repeater is given byiin (%, B*Tap).
3.1.2 Repeater Utility Function If the expected throughput for both A and B is greater than

their current respective throughput, then there is an itneen

¥or B to start the repeater network as well as for A to use it.
The proposed utility function does not take into account

the added power consumption at the repeater. This is likely

. . éo be a concern for mobile stations. In our future work, we
put between stations whose rates have yet to be determine . . X
plan to modify the utility function to take power consump-

and need to be estimated. tion into account
To motivate the challenge of invoking SoftRepeater, con- '

sider two stations A and B connected to the same AP, where 3 1 3 Fairness

the transmission rates of A and B ale, and R, respec-

tively. Suppose B infers the existence of the rate anomaly R Rathter than_sm}ply ha;v;ﬁstaﬂct\f/a_lues toa_r:d@ ’ E off-
problem, and considers instantiating itself as a repeater f epeater can impiement difierent 1airness criteria by appr

A. Then it must estimate the rafe, g of transmissions be- priately settingy andf as a function of the known and esti-
tweenA and B ’ mated throughputs that will occur when SoftRepeater is en-

The rateR 4  is approximated by assuming a symmetric abled. In th_is subsec_tion, we_generalize our uti_Iity fuoicti
channel and happing the received signal strength of pack-IoaseOI on dn‘f_erent faimess cr|ter|a_1. Our analysis §erw_lest
ets from A (RSSI,4 p) to the corresponding data rate. Each purposes. First, we want to d_eude whether switching on
node maintains an expected data rate table, which maps ar§oftR_epeater can benefl_t all clierdad the repeater. Sec-
RSSI range to its expected data rate. The table is built from ond, if we deglde to S.W'tCh on SoftRepeater, we want to
local measurements, as described in Section 4.2.1. We em_know the fractions of time b_emg aIIoc_:ated for_ the primary
phasize that by no means do we suggest that the use of physi@:ﬁ'ld repeater networks. Previous s_tudles on fairness issues
layer metrics can accurately infer transmission ratehas's wireless (e.g., [12]) or mes_h routing metrics (e.g., [9,)10]
in previous work [2, 27], but our approach here serves as cannot address pOth ObJeCt_'VeS_' .

a starting point. Given the physical-layer complexities, a _Our current faimess dgrlvgtlons make two assumptions.
more robust approach for inferring data rates is to use link- First, we assume Zero §W|tch|ng overhead, so fhat 1 -
layer statistics, such that each node (assumed in promis-*" For non-zero_swnchmg overhead (denotedsBy of air-
cuous mode) periodically broadcasts probes and monitorst'me)' we can simply sef = 1 — 5% — & Second, we
inter-node loss rates, and use the loss rates to infer the bes@>oUMe the saturated case where there is always backlogged

transmission rate that maximizes throughput [27]. We plan datg available for all stations involved, implying that kac
to evaluate this approach in future work. stgtlon has equal long-term chgnnel access eg., See [13))
In addition to the data rate table, each node also maintainsThIS assumption confprr_ns to f||_e-transfer—I|ke applicatio
an expected throughput table, which maps data rate to theWhere th_roughput optlmlzqtlon IS & concern. Under these
expected throughput achievable for a given data rate. Thisassumptl_ons, the va_Iug of is determined by what th? re-
is required as the throughput is usually smaller than the dat peater wishes to optimize. L&l andTs,p be the achlev-
rate due to protocol overheads and background interference @€ throgghputs for data ratéts and R4, , respectively
For example, even when a node sends packets at a data rat{éSee Section 3.1.2).
of 54 Mbps, its effective TCP/UDP throughput is of the or-
der of 20 Mbps. We populate this table from local mea-
surements under normal operating conditions to account for 3Note thata + 3 is less than 1 due to network switching over-

background interference and other physical-layer coniplex heads [5].

Once a repeater predicts the existence of the rate anomal
problem, it must next estimate its gain in throughput if Soft
Repeater is invoked. This gain depends on several factors
including the desired fairness criteria, and estimatelsrofigh-

Maximizing total throughput. First we consider maximiz-




ing total throughput. The total throughglitis given by:

T T
T = a*2 B +In1n(a* B,(l—a)*TAVB)
= min(a*Ts, Tas+ % « (Tg — 2Ta.5)).
Let us consider two cases. Tig > 274 g, thenT is

monotonically increasing witlv. Thus, T is maximized
whena = 1. On the other hand, ifs < 274 g, then
the LHS of themin is increasing witha while the RHS
of the min is decreasing withw. Thus, T is maximized
whena xTp = Ta g + 5 * (Tp — 2T4,B), Or equivalently,
a = 2TA73/(TB + 2 TA,B)-

However, settingy = 1 implies that the client will be

starved, an undesirable outcome always for the client node.

Instead, we investigate two commonly employed fair alloca-
tion schemes in networking, namely Max-Min Fairness and
Proportional Fairness [16].

Max-Min Fairness. To maximize the minimum, it suffices
to equalize the throughput of the client and the repeater, i.

Oz*TB Oz*TB

5 = in ( ,(1—a)*Ta p).
Thus, we haveI2 = (1 — ) * T 5. The optimak is
2T4.B

o= ——.
T +2T4.B

The max-min throughput i¥4 5 * Tp/(Ts + 2T4.p). If
the result is greater than the current throughput of A and B,
SoftRepeater is invoked.

Proportional Fairness. Proportional Fairness achieves a
compromise between maximizing throughput and maximiz-
ing the minimum. The philosophy of proportional fair allo-
cation is that “expensive” flows achieve a lower quality of
service without getting starved. In our scenario, the tlien
is the expensive flow since it consumes significantly higher

nodes that do not participate in the repeater service b hav
traffic that occupies the channel. Note that these interderi
nodes and the SoftRepeater nodes may be associated with
the same or different APs, but they share the same contention
domain. In the absence of the repeater and the client, the ex-
pected throughput of each of those interfering nodes is
Ty = (Zfil Tii)‘l, whereT; is the achievable throughput
of interfering nodei. Note that all interfering nodes have
the same expected throughput because they have equal long-
term channel access. Now, by taking into account that the
repeater (when it is on the primary network) and the client
(when it is on the repeater network) need to compete for air-
time with thoseK nodes, the throughput of the client is

@ 11—«

(1/Ts+1/Tz)" 1/Tap+ 1/TZ)'

By equalizing the LHS and the RHS of the min function,
we can show that the optimalis

oo 2/Ts+1/Ty)
2/Tg +1/Tap+3/Tz

For the special case when there is no interfering node, we
cansetl/Tz = 0.

Thus, when the repeater is turned on, the resulting through-
putis(2/Ts + 1/Ta s + 3/Tz)~'. Note that without the
repeater, the throughput($/7T4+1/Tp+1/T7)~*. Thus,
the presence of interfering nodes can reduce throughplut wit
the repeater turned on, so in general, we should not turn on
the repeater when there are many interfering nodes within
the network. We verify this observation through simulation
in Section 4.4.

Using similar arguments, we can extend our analysis to
the case where the repeater is servlig> 1 clients. Thus,
the optimalx is

min(2

(M+1)(1/Tp+1/Tz)
(M +1)/Tg+M/Tap+ (M+2)/T;
We also analyze the cases for multiple channels and mul-

a =

throughput. The allocation is formally achieved by maxi-
mizing the sum of théog of the throughputs.
More formally, we want to maximize:

Q *k
g(

Due to space constraints, we refer readers to [4] for de-
tailed derivation of the optimak. However, we show that
eithera = 0.50ra = 2Ty /(T + 2T4,5), SO the optimal
« is the one that maximizes the throughput.

In our experiments we focus mainly on Max-Min Fair-
ness, however if higher cumulative throughputis desired th
our framework can utilize Proportional Fairness.

Tp Tp

lo

)—i—log(min(a* ,(I1—a)«xTap))

Multi-node case. We now generalize the case to multiple
nodes, focusing on Max-Min Fairness. Suppose that the re-
peater is serving one client, while there dteinterfering

3.1.4 Repeater Initiation Protocol

To determine whether invoking SoftRepeater can improve
throughput for a given fairness requirement, stations earyc
out the Repeater Initiation Protocol, which gathers consen
sus from nearby stations using a four-way handshake. The
protocol steps are illustrated in Figure 3.

1. The node with a high Repeater Utility, say B in Figure
3, creates a message with the IP addresses of clients
it intends to serve, and the estimated data rate of each
client. It then broadcasts this message in its IP subnet.

. When an intended client, say A in Figure 3, receives
this message, it computes its Utility of using B as the
repeater. It then unicasts this Utility and its estimated
data rate to B. Note that the data rate is calculated from
the signal strength of overheard packets sent by B.



3.2 Security

1.Broadcastoﬁer\ 5' Raahisaand SoftRepeater is designed primarily for trusted environ-
3. Broadcast new offer _ % ments, such as at-home and enterprise networks. As such,
/ § our current version does not explicitly address securitypto
E - 6. Join Repeater holes in 802.11. Nonetheless, we touch briefly upon both the
o 2. Unicast respons& N pros and cons of using SoftRepeater in an untrusted environ-
@ ment. We discuss security from three perspectives: prjvacy

4. Unicast Accept/Reject \ ) s .
— greedy stations, and malicious stations.

Privacy: SoftRepeater does not enhance network privacy.
When no MAC-layer security or global-key MAC-layer se-
curity such as WEP is employed, SoftRepeater functions

3. B recalculates its Utility based on the number of the Seamlessly, offering security similar to a SoftRepeatee-f
updated data rates of clients whose responses had Util-Network. Pairwise-key MAC level encryption (such as with
ity improved (assuming the clients will accept to use WPA) is problematic for SoftRepeater without MAC-layer

the repeater). It then rebroadcasts a message with anodification since the repeater would require access to the
revised set of client IP addresses. key utilized by the AP and client to identify their packets fo

repeating. End-to-end encryption methods such as IPSec are
4. When A receives the second request, it recomputes itsnecessary to enforce privacy in the SoftRepeater setting.
utility and sends a message to B either accepting orre- Greedy Stations: Bandwidth-greedy stations may try to
fusing to join the repeater network. If A accepts, itwill game the repeater infrastructure. For instance, a node may
start monitoring the medium for B’s repeater network. lie about having a high transmission rate to the AP, or may
_ o choose to drop packets from stations for which it has prothise
5. When B receives sufficient acceptances from autho- 1, fynction as a repeater. To address the first issue, we note
rized clients, it turns itself into a SoftRepeater. that a greedy repeater attempting to obtain additionatigine
put for itself must communicate with the AP at its permitted
rate. Hence, a client can first observe the current transmis-

Note that messages in steps 1 through 4 of the above pro_sion rate of a repeater to the AP to assess for itself the rate
tocol are sent via the AP over the WLAN network. and works that the claimed repeater can access the AP. Both concerns
only if all the clients are connected to the AP. Currently, Can also be addressed in short order by having nodes verify
we do not support scenarios where a client is disconnectedth@t communication transpires as promised, and otherwise
from the network. However, we note that these scenarios canduit the SoftRepeater connection. o
be implemented using schemes similar to the ones proposed Malicious Stations: SoftRepeater has no explicit defense
in [6, 1]. against stations that wish to jam other transmissions. How-

Each node that is part of the SoftRepeater network recal- €V€r, SoftRepeater does not increase susceptibility to jam
culates its utility function once every 10 seconds. When a Ming attacks, and may in fact reduce susceptibility sinee th
station does not receive any benefit from being a repeater, of"€ighboring transmitters have a better signal strength.

being part of a SoftRepeater network, it stops the repeater A malicious station could lie about its rate to the AP and
network, or leaves the network respectively. In our current Pretend”to send packets at a high rate to trick clientses

implementation, we do not allow clients to join a SoftRe- ¢an observe an AP’s response (or lack thereof) to this mali-

peater network without going through the entire repeaferin  €i0US station. In any case, a client would identify the mali-
tiation protocol. cious behavior in short order when its end-to-end through-

SoftRepeater uses a simple scheme to maintain a clientsPut would drop beyond the expectation. It can subsequently
existing TCP and UDP connections. A client that joins the Placklist the repeater (based on MAC address). A sophis-
SoftRepeater network keeps its original IP address, and theficated attacker could spoof MAC addresses at a high rate,
repeater sends a gratuitous ARP to the AP with the client's confusing a client as to the identity of a valid repeater. 8om
IP address. Therefore, when the AP receives a packet for thdYPe Of trust or authentication mechanism would be required
client, it sends it to the repeater instead. The repeater the [0 obviate this problem.
forwards it to the client. Note that when a client decides to
leave the SoftRepeater network, it sends a gratuitous ARP to4' EXPERIMENTAL RESULTS
the AP with its IP address. In this section, we evaluate the performance of the Soft-

The biggest overhead in initiating a SoftRepeater is the Repeater system. We begin by demonstrating the benefits of
time to complete Steps 5 and 6 of the above protocol. Previ- using SoftRepeater with controlled experiments in a simple
ous work [6] measures the time for a node to start a network, testbed. Then, we present several micro-benchmarksdelate
and clients to join it, to be less than 1 second. We observeto the repeater initiation protocol.Finally, using sintidas,
similar delays in our experimental setup. we investigate certain aspects of the performance of SeftRe

Figure 3: Steps of the Repeater Initiation Protocol.

6. Authorized clients then join the repeater network.



peater in more detail.

4.1 Benefits of Using SoftRepeater

We demonstrate the benefits of SoftRepeater using a sim-
ple testbed that consists of two laptops, A and B (running
Windows XP), and one 802.11a AP. The testbed is set up on
one floor of a typical office building, as shown in Figure 4.
We fixed the location of the AP and station A, and placed
station B at different locations. The locations we used are

Figure 4: Floor plan of our office

labeled X, Y, T and Z. We placed the AP at location X, sta- 9?5

tion A at location Y. Location of station B varies depending S 20 B Node B, first near then far from AP
on the experiment. For some of the experiments, A serves €15 BNode A, fixed near AP

as the repeater for B, which becomes the client. The wire- 210

less network operates on channel 36 (802.11a). When the E - H
repeater functionality is used, the repeater network is als £ 5 & 54/48
established on the same channel. The worst case time to A Bnear AP Anear AP, Bfar A near AP, B far
switch between the two networks to a network is around (SoftRepeater)

50ms. In our experiments, we use Max-Min Fairness to de- Figure 5: Downlink UDP flows, with and without SoftRe-
termine whether to switch on SoftRepeater, and the frastion peater.

of time spent on the primary and repeater networks if Soft-
Repeater is switched on (see Section 3.1.2). RTS/CTS ex-anomaly due to low data rate packets. The overall network
change was turned off for all experiments. throughput nearly triples when SoftRepeater is used.
We study the impact of SoftRepeater on both UDP and .
TCP flows. The UDP traffic consists of 1400 byte (payload) 4-1.2 Downlink TCP Flows
packets sent as fast as possible. The TCP traffic is generated We set up downlink TCP flows from a wired host to the
using a variant of TTCP [25] for Windows. We enabled the two wireless stations A and B. The results are shown in Fig-
TCP windows scaling option and use asynchronous send andire 6. When both A and B are at location Y of Figure 4,
receive with large send and receive buffers. We also set theboth of them get a throughput of approximately 9 Mbps. We
receive buffer to be 1 MB. All our throughput measurements then move B to location T. With this, the throughputs of
are averaged over 10 runs. A and B drop significantly. When A turns into a repeater, it
We first evaluate the SoftRepeater architecture with both increases the TCP throughput of both itself and B, and the
uplink and downlink traffic. We then study the performance overall network throughput goes up by 56%

of SoftRepeater when a node helps multiple clients. )
4.1.3 Uplink Flows

4.1.1 Downlink UDP Flows Although the predominant traffic in wireless networks is

In the first experiment, we evaluate the throughput of down-downlink flows, there is usually a small fraction of uplink
link UDP flows from the AP to the stations with and without flows as well. We now show that SoftRepeater also pro-
SoftRepeater. A sender is connected to the AP via wired vides throughput improvement for uplink flows. We per-
Ethernet. The sender sends UDP flows to both A and B. We formed experiments for TCP as well as UDP flows and the
plot the throughput received by both stations at different| ~performance in both of these scenarios was similar. We only

cations in Figure 5. The values inside the bars denote thepresent the UDP results here.
data rate of packets sent to each station. We initiated UDP flows from stations A and B to a host on

Initially, both A and B are at location Y (see Figure 4), the wired network. The results are shown in Figure 7. When
which is a conference room located 3 offices away from the both stations are at location Y, they get approximately the
AP’s location, X. Both stations have a good connection to Same throughput. However, we see fluctuating data rates due
the AP, and get approximately the same throughput. We thento collisions and auto-rate at the stations. When statios B i
move station B to location Z, which reduces its connection moved to location Z, the throughput of both A and B drops
quality to the AP. The AP can only send packets at 6 or 9 due to the impact of rate anomaly. We see that the through-
Mbps to B, and hence the throughput of the flow to B drops. put of A is slightly higher than that of B. The reason is that
Further, the throughput of the flow to A also drops signifi- Station A is closer to the AP, and its packets can sometimes
cantly due to rate anomaly. However, the throughput of both be decoded by the AP even when they collide with packets
A and B goes up '.f A _turns itself into repeater for B. The “We could not get a stable connection from B to the wired host
results are shown in Figure 5. B gets better throughput be-hen B is at location Z.
cause it receives packets at a higher data rate from A, ands|n addition, we note that when A is used as a repeater, B was abl
A gets better throughput since it does not suffer from rate to establish a stable TCP connection from location Z as well.
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4.1.4 Performance with Multiple Clients Figure 9: Correlation between RSSI and data rate.

In another experiment, we studied the performance of Soft-

Repeater when it repeated traffic from two clients instead of location, we measured the RSSI of the received packets, and
one. We first placed three stations A, B, and C at location Y the data rates there were sent at. The results are shown in
of Figure 4, and the AP was fixed at location X. We started Figure 9°. Note that a WiFi sender determines the transmis-
downlink UDP flows from the AP to all the stations, and sion rate of the packets based on a variety of factors such as
plot the throughput of each of the flows in Figure 8. We then loss rate, and the signal strength of packets (such as ACKs)
moved B and C to location Z. We saw a significant decreasethat it has received from the receiver. Yet, we see that there
in throughput due to rate anomaly. However, the throughput is a reasonable correlation between the signal strength wit
of all the stations increased when A (which is at location Y) which each packet wasceivedand the data rate it wasent
acted as a repeater for both B and C at location Z. Using A at. In other words, the wireless channelis somewhat (but not

as a repeater nearly triples the network throughput. completely) symmetric. We use these measurements to build
L a table which predicts the most likely data rate given an RSSI
4.2 Protocol Validation value. Note that these numbers do not have to be exact. A re-

SoftRepeater requires nodes to dynamically detect ratepeater network is started only when the expected throughput
anomaly, and initiate SoftRepeater on the fly. In this sectio  (calculated from the likely data rate) is significantly hégh
we validate the correctness of our system. We first show than the current throughput. We note that these measure-

the feasibility of mapping between RSSI and the data rate. ments are supplementary to the ones presented in [2], which
We then demonstrate the correctness of the Repeater Utilityshowed the correlation between loss rate and RSSI at a fixed

Function and the Repeater Initiation Protocol using a care- data rate. As described in Section 3.1.2, we can also use a
fully controlled, simple traffic scenario. Finally, we \adite more robust approach to infer data rates like [27].

our Repeater Initiation Protocol, in five other scenarios. . . .
P 4.2.2 A simple traffic scenario

4.2.1 Signal Strength vs Data Rate We now demonstrate that the repeater functionality is ini-

The Repeater Utility function, described in Section 3.1.2, tiated only when it benefits both the repeater and the client.
requires a mapping from RSSI to the expected data rate. WeAS before, We place the AP at location X, station A at loca-
now show that this mapping is feasible. We set up a sender ation Y, and station B at location Z. We know from previous
a fixed location on our floor, and moved a receiver to 267 dif- €xperiments, that rate anomaly will exist in this situation
ferent locations. The sender transmitted a stream of packet SNote that multiple locations may give the same RSSI and daga r
to the receiver using its default auto rate algorithm. Ateac values.




place stations A and B at locations X, Y and Z for different

20 ——Node A, close to AP . . e .
—a— Node A when it is SoftRepeater experiments. In all these scenarios, we initiate UDP traffic
gls Node B, far from AP from a host that is connected to the AP over Ethernet.
s Node B when A s SoftRepeater As discussed in Section 3.1, a station starts the repeater
ém - _ : network only if the following conditions are satisfied. (1)
g - f"f\‘Repea‘e’be”‘*f"s A— The network is heavy loaded when the percentage of busy
3 s P =, airtime consumed by data packets is over a pre-set thresh-
£ <= old (50%) (2) A rate anomaly scenario in which the ratio of
oL packets sent to different stations (i.e., Packet Ratio teho

0 Numlpacketszsem by3B bemr‘;lms psause MAX in Table 1) is disproportionate to their corresponding data
rate ratio. We use 1/2 as the threshold. (3) The potential
Figure 10: AP sends full blast traffic to A, and sends bursts repeater observes a strong signal strength36) from the
of packets to B with a pause for 1 ms. MAX corresponds to client. A signal strength of 26 corresponds to an expected
back to back UDP packets. data rate of 36 Mbps from our measurements. (4) For the re-
peater, the expected throughput from using the repeater net
work is higher than its current throughput. (5) For the dlien
the expected throughput from using the repeater network is
higher than its current throughput.
We now describe each scenario that we tested against. The

results are summarized in in Table 1.
. Healthy Network: We place the AP and stations A and B
Figure 10 plots the throughput of flows to A and B upon at location X. We send full blast UDP traffic to both A and B.

changing th_e numper of packets that are sent to B in eaChTraffic in both connections are sent at 54 Mbps. Both A and
burst. MAX in the figure corresponds to back to back UDP B receive a high throughput of around 12 Mbps. There is no

packetg. to B with no pause. Each UDP packet in our experi- rate anomaly in this scenario, and so the repeater network is
ments is 1400 bytes long. not started

We first carried out the experimentwhen A never becomes No Congestion: We place the AP at location X, station

a S_ofthepe:\ate_r. The throughputs of A and B are shoyvn byA at location Y and station B at location Z. We send UDP
solid lines in Figure 10. Next, we repeated the experiment traffic at 1.2 Mbps to A and 0.6 Mbps to B. In this scenario,

when we forcibly furn A into a repea_ter and B into a client. A observes that the network is busy transmitting data pack-
Thg throughput of the tW.O stghon; with SoftRepeater turned ets 12% of the time, which is less than the 50% threshold.
on is shown by dash_ed lines in Figure 10. . _ Therefore, the repeater network is not started.

We see that startlng_ a repeater at A ‘.N'” hurt _|ts perfor- Rate Anomaly: We place the AP at location X, station A
mance if B IS not_ receving enough traffic. Turning on '€ atlocation Y and station B at location Z. We send full blast
peater_functlonallty beneflts_ A or_1|y when the _thro_ughput ' UDP traffic to both A and B. A receives packets at 54 Mbps,
gets with the re.peater fgnctmnahty Furngd onis h|ghgntha while B receives packets at 6 Mbps. The throughputs of both
the throughput it gets with the_funcuonahty turned off.|_'3*h A and B are approximately 2 Mbps. This is a typical rate
happen§ vyhen B §tarts receiving more than 3 packets in eac'};lnomaly scenario, and all conditions for initiating a SeftR
burst. S'T"."a”y' Itis not n B's interest to join a repeatt- peater are satisfied: the percentage of busy airtime (87%)
work until it starts to receive more than 4 packets per burst. 50%; and the utility function indicates that there is valoe i
| Fn:jally Wi repeated the experlrrr:ent.once ‘;gamlg, andoal- starting the repeater functionality. Note A indeed staded
owed A to become a repeater when it saw benefits. Our repeater network, and A's and B’s throughput increased to
system correctly detected that A should become a repeatet; 5, Mbps and 3.22 Mbps, respectively

only vyhen B was sending_more than 3 packets in a burst. No Available SoftRepeater: We place the AP and A at
For this case, A calculated its expected throughput would be location X, and B at location Z. We send full blast UDP traf-

2.5 Mbps, if it turned on the repeater fun.cFiona!ity_ Furthe  fic 1o hoth A and B. The AP uses transmission rate of 6Mbps
the repeater network was started (i.e. B joined it) only when while sending to B and 54Mbps when sending to A. The

B sFarted receiving more than 4 packets in a burst. This ex- UDP throughput to both A and B is about 3 Mbps. Station A
periment demonstrates the correctness of our rate anomalXecognizes that this is a rate anomaly scenario. Howewer, th
detection routine, and the calculation of the utility fupot observed RSSI from B is 12. which is less than 26. There-
In the next §ection, we consider more complex traffic sce- fore, A is not in a good position to help B, and the repeater
narios to validate our protacol. network is not started. This happens because A is too close
4.2.3 Other traffic scenarios to the AP (rather than being midway between the AP and
B, as in the previous scenario), and B is likely to get the
same poor performance from talking to A as that it is getting

However, if B is not sending or receiving significant traffic,
there is no need for A to offer the SoftRepeater functiopalit

To illustrate this, we start a full blast UDP transfer from a
wired host connected to the AP to A. Another flow is started
from the wired host to B. We send packets to B in bursts,
with a 1 ms pause between bursts.

We now validate the Repeater Initiation Protocol under
five different scenarios. We fix the AP at location X, and



Scenario Station A's observations Throughput at A Throughput at B
Busy | Packet] Rate | RSSI | Measured| Measured| Measured] Measured
Airtime | Ratio | Ratio | from B | without with without with
Repeater | Repeater | Repeater Repeater
(Mbps) (Mbps) (Mbps) (Mbps)
Healthy Network | 44% 1 1 79 12.0 11.9
No Congestion 12% 67 1.2 0.6
Rate Anomaly 87% 0.48 9 35 2.4 3.24 1.9 3.22
No SoftRepeater| 88% 0.6 9 12 3.0 3.1
Complex Setting| 85% 0.28 9 29 0.6 0.6 0.8 3.88 (4 for C)

Table 1: Results of the Repeater Initiation Protocol for 5 scenariBs¢ation A is the potential repeater. Packet Ratio is the
ratio of the number of packets sent to the high rate statiomdéd by the number of packets sent to the low rate statioth, an
Rate Ratio is the ratio of the data rate used by the high ra@at to the data rate used by the low rate station. Our protoc
turns on SoftRepeater at station A for the third and fifth sciexs.

80

from talking to the AP. To verify this, we manually started
the repeater network. With the repeater switched on, B’s
throughput dropped from 3.1 Mbps to 2.1 Mbps.

Complex Setting: We introduce another station C. We
place both C and AP at location X, A at location Y and B at
location Z. We send full blast UDP traffic to both B and C,
and small amount of traffic (0.6 Mbps) to A. AP sends pack- 20
ets to B at 6 Mbps, to C at 54 Mbps and both B and C achieve o s fwiéimgz‘;vef'feaj%n ;55%‘)‘0 4 50
0.8 Mbps throughput. A's moderate bandwidth requirement
is satisfied. However, A is the only one that is in a good loca-
tion to help B. A observes strong RSSI (29) from B; and the
utility function indicates that the repeater should betsthr
After the repeater network is started, A's throughput sttys
0.6 Mbps (since it is not bottlenecked) while B’s throughput
improves to 3.88 Mbps and C's throughput improves to 4.0
Mbps. In summary, after A becomes a repeater, it signifi-
cantly improves the throughput of other clients around it.
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Figure 11: Impact of switching overhead on TCP through-
put.

We simulate an indoor office environment, similar to one
shown in Figure 4. The AP is located in one of the offices,
station A is located 3 offices away from the AP, and station B
is located 9 offices away from the AP. A sender connected to
the AP via a wired link sends TCP traffic to the two stations
4.3 Summary as fast as it can. The wired link has a bandwidth of 100Mbps,

. L . . and a delay of 50ms.

The experiments in this section show that using SoftRe- When station A does not act as a repeater, both A and B re-
peatgr increas_es the throth,pl,Jt of the repeater as well as OI:eive a throughput of 3.9Mbps (the baseline case). Next, we
the client(s) being helped. This increases the overalliie .o A 1o always act as a repeater for B (which becomes the
put of the system. We have shown that SoftRepeater Worksclient). We assume a switching cycle of 200ms and vary the

in many_differenttraffig scena_rios, with mulltiple clientsth switching overhead from 2ms to 50ms. Figure 11 shows the
both uplink and downlink traffic, and benefits TCP as well as improvement in throughput over the baseline case for vari-

UDfI: flows. W? alﬁo s_howed tha:] using nﬁtvr\]/ork cr(])ding with ous switching overheads. We see that repeater functignalit
SoftRepeater further improves the overall throughput[4]. 5 6ves performance until the switching overhead exceeds

4.4 Simulation Results 40% of the switching cycle.

Certain aspects of the SoftRepeater protocol are difficult 4 4 o  Effectiveness of Repeater Initiation Protocol
to evaluate using a testbed. For example, we cannot easily

change the switching overhead in our implementation. For
such cases, we turn to simulations. Simulations also allow
us to evaluate the protocol on larger networks. To this end,

we have implemented the SoftRepeater protocol using Qual-F'<* ) ) - g
net [21]. In addition to the protocol, we also built a simple station A is moved from office 0 to office 9. A wired host at-

model of indoor signal propagation that mimics the testbed t@ched to the AP sends UDP traffic to both A and B as fast as
environment used for experiments reported earlier. Our sim It ¢&n. The switch cycle is 200ms, and switching overhead is
ulations will focus on the objective of maximizing the mini- S€tt0 4ms. We consider two cases: (a) both A and B are run-
mum (see Section 3.1.2). ning the repeater |n|t.|at|0n protocol, and (b) Ais forcgdbm

the repeater for B. Figure 12 shows the throughput improve-
4.4.1 Impact of switching overhead ment over the baseline case where no SoftRepeater is used.

We now evaluate the effectiveness of the repeater initia-
tion protocol, such that it turns on the repeater functional

ity only when there is throughput improvement. The AP is
placed in office 0, station B is placed 9 offices away, and
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In most cases, the repeater functionality should be turned o
However, when A is in office 0 and office 9, turning on the
repeater can introduce throughput loss. The repeatea-niti
tion protocol correctly detects this, and does not turn @n th
repeater functionality in those cases.
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4.4.3 Larger networks 0
1 2 3 4 5 6 7 8 9 10

In our evaluation of the SoftRepeater protocol so far, we # of clients
have focused on scenarios involving two or three stations. Figure 14: Improvement in throughput with multiple clients.

We now consider larger networks. ) ] )
The first scenario we consider is as follows. The AP is the AP, andV other clients 9 offices away. We consider the

located in one of the offices. Station A is located 3 offices UDP sender, as before. We establish the baseline by measur-
away from the AP. Station B is located 9 offices away. A ing throughput without any repeater functionality. Nexg w
number of interfering nodes (see the multi-node analysis in turn on the repeater functionality, but ensure that eachef t
Section 3.1.2) are located 5 offices away. A UDP sender at- £V far nodes is associated with a distinct repeater in office
tached to the AP sends downlink traffic to all stations as fast 3- Figure 13 shows that the improvement over the baseline
as possible. We consider three scenarios. First, no rapeatethroughputis at least 55%. We note that this is the best-case
functionality is used. Second, station A is always forced to Scenario that requires coordination among the repeategs. W
be a repeater to serve station B (which becomes the client).are currently developing a repeater coordination protfuol
Third, we run the repeater initiation protocol and let itidec ~ this purpose.

whether to turn the repeater functionality on. We next consider the case when a single repeater serves
multiple clients. We place station A 3 offices away from the
No repeater] Repeater ON | Protocol (MaxMin) AP, andN clients 9 offices away. As before, we consider
# other All Nodes | Other | Nodes | Other the UDP sender. We establish the baseline by measuring the
noC()jes nfggs Af;g nodes A7&52 nodes throughput without the repeater. Then, we run the repeater
> 3.97 252 | 787 | 327 3.97 initiation protocol, which will have station A as the repeat
4 2.56 150 | 470 | 2.56 2.56 serve all theN clients. Figure 14 shows that the improve-
6 2.09 108 | 334 ] 209 | 209 ment over baseline throughput is more than 65%.

Table 2: Average throughput (in Mbps) in the presence

of interfering nodes (denoted by “other” nodes here). 5. RELATED WORK
In[13], the rate anomaly problem in 802.11b WLANSs was

Table 2 shows the results. Our analysis in Section 3.1.2 first exposed and analyzed. Our experimental results confirm

shows that in presence of several competing nodes, turningthis problem for 802.11a WLANSs.

on the repeater functionality brings little benefit to eittiee Various solutions to the rate anomaly problem suggest
client or the repeater. Thus, when the Max-Min Fairness changing the MAC to be “time-fair” rather than the current
objective is used, the repeater functionality is genenadly “packet-fair’ scheme that is used in practice [14, 20], and

turned on in presence of competing nodes, as confirmed intherefore require a new MAC and would not interoperate
Table 2. On the other hand, we see that the total throughputwith the defacto standard 802.11 deployed in conventional
does improve if the repeater functionality is turned on. We LANs. Furthermore, unlike SoftRepeater, the above ideas
have verified that if we are to maximize the total throughput, have not been demonstrated on top of real systems.
the protocol does switch on the repeater functionality. In contrast to SoftRepeater, other practical solutionshsu
In the previous scenario, a large number of stations did as [23, 11] require changes to the AP. Another drawback of
not participate in the repeater networks. We now consider a prior work is that they further degrade the performance ef th
different case. We plack repeaters three offices away from low-rate stations, such that the incentive to affect thengea



is not global among stations, as is the case for SoftRepeater

. Multi-hop extensions to WLAN_s, s.uch as those proposed [1] A. Adya, P. Bahl, R. Chandra, and L. Qiu. Architecture and

in [17, 19], have demonstrated in simulation that they too Techniques for Diagnosing Faults in IEEE 802.11 Infragtme

can alleviate the rate anomaly problem. However, because | ge;WOka- 'fj]Mé?Bklcogl 5_004- & Judd. and R. Morrisikiovel
: : e : . Aguayo, J. Bicket, S. Biswas, G. Judd, an . Morrigik-leve!

they require substanual modnjcanons tothe MAC Iayc_erythe measurements from an 802.11b mesh networlslGCOMM 2004.

have not been tested in practice. CoopMAC [18], while hav- (3] Atheros. Atheros Wireless LAN. http://www.atherosizo

ing been implemented, only supports the ad-hoc mode and [4] Bahl et al. Opportunistic Use of Client Repeaters to laver

does not implement some of the MAC-layer features due to ~ Pérformance of WLANS. Technical Report MSR-TR-2008-149,
hard . | ft ltipl Microsoft Research, 2008.
ardware constraints. Also, SoftRepeater can use multiple [5] R.Chandra, V. Bahl, and P. Bahl. MultiNet: Connectingnaltiple

channels, while CoopMAC cannot. IEEE 802.11 networks using a single wireless cardNROCOM,
Mesh routing schemes (e.g., [9, 10]) focus on increas- 2004.
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