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Abstract—Binary maximum distance separable (MDS) array codes are a special class of erasure codes for distributed storage that not only provide fault tolerance with minimum storage redundancy, but also achieve low computational complexity. They are constructed by encoding information columns into parity columns, each of which is a bit, such that any $k$ out of the $k + r$ columns suffice to recover all information bits. In addition to providing fault tolerance, it is critical to improve repair performance. Specifically, if a single column fails, our goal is to minimize the repair bandwidth by downloading the least amount of bits from $d$ non-failed columns, where $k ≤ d ≤ k + r − 1$. However, existing binary MDS codes that achieve high data rates (i.e., $k/(k + r) > 1/2$) and minimum repair bandwidth only support double fault tolerance (i.e., $r = 2$), which is insufficient for failure-prone distributed storage environments in practice. This paper fills the void by proposing an explicit construction of triple-fault-tolerant (i.e., $r = 3$) binary MDS array codes that achieve asymptotically minimum repair bandwidth for $d = k + 1$.

I. INTRODUCTION

Modern distributed storage systems deploy erasure codes to maintain data availability against failures of storage nodes. Binary maximum distance separable (MDS) array codes are a special class of erasure codes that achieve fault tolerance with minimum storage redundancy and low computational complexity. Specifically, a binary array code is composed of an array of $k + r$ columns with $L$ bits each. Among the $k + r$ columns, $k$ information columns store information bits and $r$ parity columns store redundant bits. The $L$ bits in each column are stored in the same storage node. The code is said to be MDS if any $k$ out of the $k + r$ columns suffice to reconstruct all $k$ information columns (i.e., it can tolerate any $r$ failed columns). Examples of binary MDS array codes include X-code [1] and RDP codes [2], both of which are double-fault-tolerant (i.e., $r = 2$), as well as STAR codes [3], generalized RDP codes [4], and TIP codes, all of which are triple-fault-tolerant (i.e., $r = 3$).

When a node fails in a distributed storage system, we should repair the failed column by downloading bits from $d$ non-failed nodes, where $k ≤ d ≤ k + r − 1$. Minimizing the repair bandwidth, defined as the amount of bits downloaded in the repair operation, is critical to speed up the repair operation and minimize the window of vulnerability, especially in distributed storage in which network transfer is the bottleneck. The repair problem was first formulated by Dimakis et al. [5] based on the concept of information flow graph. It is shown in [5] that the minimum repair bandwidth subject to the minimum storage redundancy, also known as the minimum storage regenerating (MSR) point, is given by:

$$\frac{(k + 1)L}{2},$$

(1)

when $d = k + 1$. Although the minimum repair bandwidth is achievable [5], [6] over a sufficiently large finite field, how to construct binary MDS array codes that achieve the minimum repair bandwidth remains a challenging issue.

There have been studies on reducing the repair bandwidth for a single failed column in binary MDS array codes. Some approaches minimize disk reads for RDP codes [7] and X-code [8], but their repair bandwidth is sub-optimal and 50% larger than the minimum value in (1). MDR codes [9], [10] and Butterfly codes [11] are binary MDS array codes that achieve optimal repair, but they only provide double fault tolerance (i.e., $r = 2$). How to construct binary MDS array codes with both optimal repair and higher fault tolerance (i.e., $r > 2$) is still an open problem. Such constructions will be beneficial for maintaining data availability in failure-prone distributed storage systems in practice.

In this paper, we present a new construction of triple-fault-tolerant binary MDS array codes with three parity columns (i.e., $r = 3$). We show that our proposed binary MDS array codes have comparable encoding complexity compared to the existing binary MDS array codes. More importantly, the minimum repair bandwidth in (1) for any single information column failure can be achieved asymptotically when $k$ is sufficiently large. Our construction minimizes the repair bandwidth by exploiting a quotient ring with cyclic structure and a well-chosen encoding matrix, such that the bits accessed in a repair operation intersect as much as possible. Previous studies [12]–[14] also exploit similar techniques to reduce computational complexity of regenerating codes and array codes.

II. OUR PROPOSED CODES

A. Construction

Let $k ≥ 3$ and $L = (p − 1)\tau$ be positive integers, where $\tau = 2^{k−2}$ and $p$ is a prime such that $2$ is a primitive element.
in the field $\mathbb{Z}_p$. Consider a file of size $k(p - 1)\tau$ denoted by information bits $s_{0, 1}, s_{1, 1}, \ldots, s_{(p - 1)\tau - 1, 1} \in \mathbb{F}_2^{(p - 1)\tau}$ for $i = 1, 2, \ldots, k$, which are used to generate $3(p - 1)\tau$ redundant bits $s_{0, j}, s_{1, j}, \ldots, s_{(p - 1)\tau - 1, j} \in \mathbb{F}_2^{(p - 1)\tau}$ for $j = k + 1, k + 2, k + 3$. For $\ell = 1, 2, \ldots, k + 3$ and $\mu = 0, 1, \ldots, \tau - 1$, we define the following short-hand notation:

$$s_{(p - 1)\tau + \mu, \ell} : = \sum_{j=0}^{p-2} s_{j\tau + \mu, \ell}.$$  

(2)

We call $s_{(p - 1)\tau + \mu, \ell}$ the extra bit associated with $s_{\mu, \ell}, s_{\tau + \mu, \ell}, \ldots, s_{(p - 2)\tau + \mu, \ell}$. For example, when $p = 3$, $k = 4$ and $\tau = 4$, the extra bit of $s_{0 + \mu, \ell}, s_{4 + \mu, \ell}$ is $s_{8 + \mu, \ell} = s_{0 + \mu, \ell} + s_{4 + \mu, \ell}$.

For $\ell = 1, 2, \ldots, k + 3$, we present the bits $s_{0, \ell}, s_{1, \ell}, \ldots, s_{(p - 1)\tau - 1, \ell}$ in column $\ell$, together with $\tau$ extra bits $s_{(p - 1)\tau, \ell}, s_{(p - 1)\tau + 1, \ell}, \ldots, s_{p\tau - 1, \ell}$, by a polynomial $s_{\ell}(x)$ over the ring $\mathbb{F}_2[x]$:

$$s_{\ell}(x) = s_{0, \ell} + s_{1, \ell}x + s_{2, \ell}x^2 + \ldots + s_{p\tau - 1, \ell}x^{p\tau - 1}.$$  

The polynomial $s_{\ell}(x)$, which corresponds to the $i$th information column for $i = 1, 2, \ldots, k$, is called a data polynomial; the polynomial $s_{\mu}(x)$, which corresponds to the $j - k$ parity column for $j = k + 1, k + 2, k + 3$, is called a coded polynomial.

We write the $k$ data polynomials and 3 coded polynomials as the row vector

$$[s_1(x), s_2(x), \ldots, s_{k+3}(x)],$$  

(3)

which can be computed by taking the product

$$[s_1(x), s_2(x), \ldots, s_{k+3}(x)] = [s_1(x), s_2(x), \ldots, s_k(x)] \cdot G$$

with arithmetic performed in $R_{p\tau} : = \mathbb{F}_2[x] / (1 + x^{p\tau})$. The $k \times (k + 3)$ generator matrix $G$ is composed of the $k \times k$ identity matrix $I$ and a $k \times 3$ encoding matrix $P$,

$$P := \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 & 1 \\
x & x^2 & x^4 & \cdots & x^{2^{k-2}} & 1 \\
x^2 & x^{2k-3} & x^2 & \cdots & x & 1
\end{bmatrix}^T.$$

In the ring $R_{p\tau}$, the variable $x$ represents the cyclic-right-shift operator on a polynomial. This is crucial to reduce repair bandwidth for one information column failure. Our proposed code is denoted as $C(k, 3, p)$. Note that we do not store the extra bits on disk; they are present only for notational convenience. Consider an example of $k = 4$ and $p = 3$, the 32 information bits are represented by $s_{0, i}, s_{1, i}, \ldots, s_{7, i}$, for $i = 1, 2, 3, 4$. The encoding matrix of this example is

$$\begin{bmatrix}
1 & 1 & 1 & 1 \\
x & x^2 & x^4 & 1 \\
x^2 & x^4 & x & 1
\end{bmatrix}^T.$$

The example is illustrated in Fig. 1, where the bits with bold type are extra bits.

The encoding procedure can be described in terms of polynomials as follows. Given $k(p - 1)\tau$ information bits, we append $\tau$ extra bits for each of $(p - 1)\tau$ information bits and form the message vector $[s_1(x), s_2(x), \ldots, s_k(x)]$. After obtaining the vector in (3), we store the coefficients of the terms in the polynomials of degrees $0$ to $(p - 1)\tau - 1$. The proposed array code can be considered as puncturing a systematic linear code over $R_{p\tau}$.

**B. Proof of the MDS Property**

When we say an $L \times n$ array code is MDS, it means any $k$ columns suffice to recover all the information bits. As each column of $C(k, 3, p)$ is presented as a polynomial in $R_{p\tau}$, we should first introduce $R_{p\tau}$, before giving the MDS property condition. As we choose the prime $p$ such that $2$ is a primitive element in $\mathbb{Z}_p$, $x^{p\tau} + 1$ can be factorized as a product of two co-prime factors $x^\tau + 1$ and $M_{p\tau}^T(x) : = x^{(p - 1)\tau} + x^{(p - 2)\tau} + \cdots + x^\tau + 1$.

By Chinese Remainder Theorem, the ring $R_{p\tau}$ is isomorphic to the product ring $\mathbb{F}_2[x] / (x^\tau + 1) \times \mathbb{F}_2[x] / (M_{p\tau}^T(x))$. Indeed, we can set up an isomorphism

$$\theta : R_{p\tau} \to \mathbb{F}_2[x] / (x^\tau + 1) \oplus \mathbb{F}_2[x] / (M_{p\tau}^T(x))$$

by defining

$$\theta(f(x)) := (f(x) \ mod x^\tau + 1, f(x) \ mod M_{p\tau}^T(x)).$$

The mapping $\theta$ is a ring homomorphism and a bijection, because it has an inverse function $\phi((a(x), b(x)))$ given by

$$\phi((a(x), b(x))) := [a(x) \cdot (x^\tau + 1) + b(x) \cdot e(x)] \ mod x^{p\tau} + 1,$$

where $e(x) = x^\tau + x^{2\tau} + \cdots + x^{(p - 1)\tau}$. It can be checked that the composition $\phi \circ \theta$ is the identity map of $R_{p\tau}$.

By construction, we have $s_{\ell}(x) \equiv 0 \ mod x^\tau + 1$ for all $\ell = 1, 2, \ldots, k + 3$ according to (2). Hence, the first components of $\theta(s_{\ell}(x))$‘s are all zero. So, we are effectively working over the ring $\mathbb{F}_2[x] / (M_{p\tau}^T(x))$. Recall that $\tau = 2^{k-2}$, we have

$$M_{p\tau}^T(x) := x^{(p - 1)\tau} + x^{(p - 2)\tau} + \cdots + x^{\tau} + 1 = (x^{p\tau - 1} + x^{p\tau - 2} + \cdots + x + 1)^7.$$

Therefore, the code $C(k, 3, p)$ is MDS if every $k \times k$ submatrix of the generator matrix $G$ is invertible in $\mathbb{F}_2[x] / (M_{p\tau}^T(x))$. This is equivalent to the condition that the determinant of any $\ell \times \ell$
submatrix of $P$ is indivisible by $M_p(x) := 1 + x + · · · + x^{p-1}$, for $1 \leq \ell \leq 3$ since $M_p(x)$ is irreducible [14, Theorem 2].

We need the following lemma in the proof of MDS property.

**Lemma 1.** Let $p$ be a prime such that $2$ is a primitive element in $\mathbb{Z}_p$. For $0 \leq i \leq p-2$,

$$2^i \equiv -1 \mod p \text{ if and only if } i = \frac{p-1}{2}. \quad (4)$$

**Proof.** First we prove that $2^i \not\equiv 2^j \mod p$ for $0 \leq i \neq j \leq p-2$. Assume that $2^i \equiv 2^j \mod p$, then $2^{\min(i,j)}(2^{i-j}-1) \equiv 0 \mod p$. This is impossible since the multiplicative order of $2$ mod $p$ is equal to $p-1$, i.e., $2^{p-1} \not\equiv 1 \mod p$.

By Fermat’s little theorem, we have $2^p-1 \equiv 1 \mod p$. As $2^{(p-1)/2}$ is a root of $x^2-1 \mod p$, so $2^{p-1}/2$ is equal to either $1$ or $-1 \mod p$. Recall that the multiplicative order of $2$ mod $p$ is equal to $p-1$, we have $2^{(p-1)/2} \not\equiv 1 \mod p$ and $2^{(p-1)/2}+1 \equiv 0 \mod p$. \hfill $\Box$

The next theorem gives a sufficient MDS property condition.

**Theorem 2.** If $p \geq 2k-1$ is a prime such that $2$ is a primitive element in $\mathbb{Z}_p$, then the code $C(k,3,p)$ satisfies the MDS property.

**Proof.** We need to prove that for $t = 1, 2, 3$, the determinant of each submatrix of $P$ of size $t \times t$ is not divisible by $M_p(x)$ in $\mathbb{F}_2[x]$. When $t = 1$, the determinant is equal to a power of $x$, and hence cannot be divisible by $M_p(x)$. Note that there are even number of terms of the determinant for $t \geq 2$, it is sufficient to show that the determinant is not divisible by $1+x$ for $t = 2, 3$. When $t = 2$, the determinant can be classified as $x^i+1$ with $i = 1, 2, x^2$ with $0 \leq i < k-2$, and $x^2 + x^{2k-1-j-1} + x^{j+2k-2} - x^j$ with $1 \leq i < j \leq k-2$.

It is easy to check that $x^i+1$ cannot be divisible by $x^p+1$ for $i = 1, 2$. If $x^2 + x^{2k-2} = x^2(1 + x^2)$ is divisible by $x^p+1$, then $2^i - 2^j \equiv 0 \mod p$ that is equivalent to $2^{-i} \equiv 1 \mod p$. This contradicts the assumption $2^i \not\equiv 1 \mod p$ for $i = 1, 2, \ldots, p-2$.

Suppose $x^2 + x^{2k-1-j-1} + x^{j+2k-2} - x^j$ is divisible by $x^p+1$, then

$$2^i - 2^j + 2^{k-j-1-j} - 2^{k-j-1} \equiv (2^i - 1)(2^j - 1) \equiv 0 \mod p.$$

Since $p$ is a prime and $2^{j-i} - 1 \equiv 0 \mod p$, this implies that $2^i + 2^{k-j-1} \equiv 0 \mod p$. Since $2^i + 2^{k-j-1} = 2^{\min(i,k-j-1)}(1 + 2^{k-j-1-i})$, we have

$$|k-j-1-i| \equiv \frac{p-1}{2} \mod p. \quad (5)$$

by Lemma 1. Since $1 \leq i < j \leq k-2$, we have $|k-j-1-i| \leq k-4$. However by assumption, $p \geq 2k-1$, we have $p-2 \geq k-1 > k-4$. Contradiction.

For $t = 3$, we need to consider the following three determinants

$$\begin{vmatrix} 1 & 1 & 1 \\ x & x^{2i} & 1 \\ x^{2k-j-1} & 1 \end{vmatrix} \quad (6)$$

with $1 \leq i \leq k-2$,

$$\begin{vmatrix} 1 & 1 & 1 \\ x & x^{2i} & x^{2j} \\ x^{2k-j-1} & x^{2k-j-1} \end{vmatrix} \quad (7)$$

with $1 \leq i < j \leq k-2$, and

$$\begin{vmatrix} 1 & 1 & 1 \\ x^{2i} & x^{2j} & x^{2k-j-1} \\ x^{2k-1-j-1} & x^{2k-j-1} & x^{2k-1-j} \end{vmatrix} \quad (8)$$

with $1 \leq i < j \leq k-2$.

By determinant calculation, (6) is
d$$(x^{2i+1} + x^{2k-j-1} + x^{2k-1-j} + x^i + x^{2j+1})$$
which can be reduced to

d$$(d) = x^{2i+1} + x^{2k-j-1} + x^{2k-1-j} + x^i + x^{2j+1} + x^i + x^{2j+1}$$
in $R_p$ and $d(x)$ has degree at most $p-1$. $d(x)$ cannot be divided by $x^p+1$ with less degree unless $d(x) = 0$.

If $d(x) = 0$ in $R_p$, then the following six terms

$$2^i + 2^{k-i-1} + 2^{k-1-i}, 2^i, 2j, 2$$

can be divided into three pairs such that the exponents in each pair are congruent modulo $p$. Consider the exponent of the last term. As $2^{k-i-1}, 2^i$ and 2 are not congruent to 0 modulo $p$, we only need to consider the case of 0 congruent to $2^i + 1$ or $2^{k-i-1} + 1$. By Lemma 1 and $1 \leq i \leq k-2$, we have $1 \leq (p-1)/2 \leq k-2$ or $1 \leq k - (p-1)/2 \leq k-2$, which contradicts to the assumption that $p \geq 2k-1$.

The determinant in (7) is

d$$(d) = (x^{2i+1} + x^{2k-j-1} + x^{2k-1-j} + x^i + x^{2j+1})$$
Similarly, if $d(x) = 0$ in $R_p$, then the following six terms

$$2^i + 2^{k-j-1}, 2^j, 2^{k-i-1} + 1, 2^j + 2^{k-j-1}, 2^i$$

and $2^{k-j-1} + 1$ can be divided into three pairs such that the exponents in each pair are congruent modulo $p$. None of the first three terms is equal to anyone in the last three terms if they are reduced modulo $p$, and vice versa. Otherwise, we can deduce the contradiction of $1 \leq i < j \leq k-2$. Similarly, we can prove that the determinant (8) is not divisible by $x^p+1$. \hfill $\Box$

## III. Asymptotically Optimal Repair of One Information Failure

We will show how to recover the bits $s_0, s_1, s_2, \ldots$, $s_{(p-1)r+1}$ stored in the information column $f$ by accessing bits from $k-1$ other information columns and 2 parity columns with asymptotically optimal repair bandwidth in this section, where $1 \leq f \leq k$. Recall that we can compute the extra bits by (2). For notational convenience, we refer the bits of column $i$ as the $p^\tau$ bits $s_{0i}, s_{1i}, \ldots, s_{p^\tau-1, i}$. Before giving the repair algorithm, we formally define the parity set as follows.
**Definition 1.** For $0 \leq \ell \leq pr - 1$, we define the $\ell$-th parity set of the first, the second and the third parity column as

$$P_{\ell,1} = \{s_{\ell,1}, s_{\ell,2}, \ldots, s_{\ell,k}\},$$

$$P_{\ell,2} = \{s_{\ell-2^j,1}, s_{\ell-2^j,2}, \ldots, s_{\ell-2^j,k-1}, s_{\ell,k}\}$$

and

$$P_{\ell,3} = \{s_{\ell,1}, s_{\ell-2^{j-1},2}, \ldots, s_{\ell-2^{j-1},3}, \ldots, s_{\ell-2^j,k}\},$$

respectively.

Note that all the indices in Definition 1 and throughout the paper are taken modulo $pr$. From Definition 1, the parity set $P_{\ell,j}$ consists of information bits which are used to generate the redundant bit $s_{\ell,k+j}$. When we say an information bit is repaired by a parity column, it means that we access the redundant bit of the parity column, and all the information bits in this parity set, except the erased bit. Consider the example given in Fig. 1. Suppose that the first column is erased. One can access the bits $s_{0,2}, s_{0,3}, s_{0,4}$ and the redundant bit $s_{0,1} + s_{0,2} + s_{0,3} + s_{0,4}$ to rebuild $s_{0,1}$ by

$$s_{0,2} + s_{0,3} + s_{0,4} + (s_{0,1} + s_{0,2} + s_{0,3} + s_{0,4}).$$

**Algorithm 1 Repair of one information failure**

1. Suppose that the information column $f$ has failed.
2. **if** $f \in \{1, 2, \ldots, [k/2]\]$ **then**
3. **end**
4. **if** $f \in \{[k/2] + 1, [k/2] + 2, \ldots, k\}$ **then**
5. **end**

The repair algorithm is stated in Algorithm 1. Let’s again consider the example given in Fig. 1 to illustrate the repair process in detail. In this example, $k = 5, d = 5$ and $r = 4$. Suppose that the first information column (i.e., node 1) fails, i.e., $f = 1$. By Steps 2 and 3 in Algorithm 1, we can repair the bits $s_{f,1}$ by the first parity column for $\ell \equiv 0 \mod 2$ and $0 \leq \ell \leq 7$. More specifically, the bits $s_{0,1}, s_{2,1}, s_{4,1}, s_{6,1}$ are rebuilt by

$$s_{0,1} = s_{0,2} + s_{0,3} + s_{0,4} + (s_{0,1} + s_{0,2} + s_{0,3} + s_{0,4}),$$

$$s_{2,1} = s_{2,2} + s_{2,3} + s_{2,4} + (s_{2,1} + s_{2,2} + s_{2,3} + s_{2,4}),$$

$$s_{4,1} = s_{4,2} + s_{4,3} + s_{4,4} + (s_{4,1} + s_{4,2} + s_{4,3} + s_{4,4}),$$

$$s_{6,1} = s_{6,2} + s_{6,3} + s_{6,4} + (s_{6,1} + s_{6,2} + s_{6,3} + s_{6,4}).$$

As $f = 1 \in \{1, 2\}$, the other information bits $s_{f,1}$ is repaired by the second parity column for $\ell \equiv 1 \mod 2$ and $0 \leq \ell \leq 7$. Therefore, the bits $s_{1,1}, s_{3,1}, s_{5,1}, s_{7,1}$ are rebuilt by

$$s_{1,1} = s_{0,2} + s_{0,3} + s_{2,2} + (s_{1,1} + s_{0,2} + s_{1,3} + s_{2,2}),$$

$$s_{3,1} = s_{2,2} + s_{0,3} + s_{4,4} + (s_{3,1} + s_{2,2} + s_{3,4} + s_{4,4}),$$

$$s_{5,1} = s_{4,2} + s_{2,3} + s_{4,4} + (s_{5,1} + s_{4,2} + s_{5,1} + s_{4,4}),$$

$$s_{7,1} = s_{6,2} + s_{4,3} + s_{4,4} + (s_{7,1} + s_{6,2} + s_{7,1} + s_{4,4}) + (s_{3,1} + s_{2,2} + s_{3,4} + s_{4,4}).$$

As we can compute $s_{10,3}$ by $s_{6,3} + s_{2,3}$ and $s_{8,4}$ by $s_{4,4} + s_{0,4}$, we do not need to download the bits $s_{10,3}$ and $s_{8,4}$. Therefore, we count that we need to download four bits from each of the three information columns and two parity columns. There are total 20 bits downloaded from five columns to repair the bits of the first information column. Namely, only half of the bits of the helping columns are accessed. In Fig. 1, the bits in the solid line box are downloaded to repair the information bits $s_{1,1}, s_{2,1}, s_{4,1}, s_{6,1}$ and the bits in the dashed box are used to repair the information bits $s_{1,1}, s_{3,1}, s_{5,1}, s_{7,1}$.

Suppose that the second information column (i.e., node 2) fails, i.e., $f = 2$. By Steps 2 and 3 in Algorithm 1, we can repair the bits $s_{0,2}, s_{1,2}, s_{4,2}, s_{5,2}$ by

$$s_{0,2} = s_{0,1} + s_{0,3} + s_{0,4} + (s_{0,1} + s_{0,2} + s_{0,3} + s_{0,4}),$$

$$s_{1,2} = s_{1,1} + s_{1,3} + s_{1,4} + (s_{1,1} + s_{1,2} + s_{1,3} + s_{1,4}),$$

$$s_{4,2} = s_{4,1} + s_{4,3} + s_{4,4} + (s_{4,1} + s_{4,2} + s_{4,3} + s_{4,4}),$$

$$s_{5,2} = s_{5,1} + s_{5,3} + s_{5,4} + (s_{5,1} + s_{5,2} + s_{5,3} + s_{5,4}).$$

Similarly, we can repair the bits $s_{2,2}, s_{3,2}, s_{6,2}, s_{7,2}$ by

$$s_{2,2} = s_{3,1} + s_{3,3} + s_{4,4} + (s_{3,1} + s_{2,2} + s_{3,3} + s_{4,4}),$$

$$s_{3,2} = s_{4,1} + s_{4,3} + s_{4,5} + (s_{4,1} + s_{3,2} + s_{4,3} + s_{4,5}),$$

$$s_{6,2} = s_{7,1} + s_{7,3} + s_{8,4} + (s_{7,1} + s_{10,2} + s_{7,3} + s_{8,4} + (s_{11,1} + s_{10,2} + s_{8,3} + s_{4,0}) + (s_{8,1} + s_{2,2} + s_{8,3} + s_{4,4}),$$

$$s_{7,2} = s_{8,1} + s_{8,3} + s_{8,5} + s_{8,4} + (s_{4,1} + s_{3,2} + s_{8,3} + s_{4,5}).$$

As a result, the eight bits stored in the second information column can be recovered by downloading six bits from the first information column and four bits from each of the third information column, the fourth information column, the first parity column and the second parity column. There are total 22 bits downloaded in the repair process. It can be verified that for the code given in Fig. 1, the third information column and the last information column can be rebuilt by accessing 22 bits and 20 bits from 5 columns respectively.

**Theorem 3.** When $f \in \{1, 2, \ldots, [k/2]\}$, the repair bandwidth of information column $f$ by Algorithm 1 is

$$(p - 1)((k + 2)2^{k-3} - 2^{k-f-2}).$$

**Proof.** By Algorithm 1, the bits $s_{f,j}$ are repaired by the parity sets $P_{\ell,1}$ of the first parity column for $\ell \mod 2^j \in \{0, 1, 2, \ldots, 2^j-1\}$ and $\ell < (p-1)r$. Therefore, we need to access $(p-1)r/2$ information bits $s_{f,i}$ from each of the remaining $k-1$ information columns for $i \in \{1, 2, \ldots, f - 1, f + 1, \ldots, k\}$ and $\ell \mod 2^j \in \{0, 1, 2, \ldots, 2^j-1\}$, and download $(p-1)r/2$ redundant bits $s_{\ell,k+1}$ for $\ell \mod 2^j \in \{0, 1, 2, \ldots, 2^j-1\}$ from the first parity column. Thus, there are $k(p-1)r/2$ bits to be downloaded.

For $\ell \mod 2^j \in \{2^f-1, 2^f-1 + 1, 2^f-1 + 2, \ldots, 2^f-1\}$, the bits $s_{f,j}$ are repaired by $P_{\ell+2^f-1,j}$. Recall that

$$P_{\ell+2^f-1,2} = \{s_{\ell+2^f-1,2}, s_{\ell+2^f-1,2}, \ldots, s_{\ell+2^f-1,2}, s_{\ell+2^f-1,k}\}.$$
so we need to access \((p - 1)\frac{r}{2}\) redundant bits \(s_{\ell + 2f - 1, k + 2}\). For column \(i\) with \(i \in \{1, 2, \ldots , f - 1\}\), we need \((p - 1)\frac{r}{2}\) bits \(s_{\ell, i}\) for all the values of \(\ell \mod 2f\) in the set 
\[\{0, 1, \ldots , 2f - 1\} - \{2i - 1, 2f - 2i - 1, 2f - 2i + 1, \ldots , 2f - 1\}\.

While for column \(i\) with \(i \in \{f + 1, f + 2, \ldots , k\}\), we need \((p - 1)\frac{r}{2}\) bits \(s_{\ell, i}\) for \(\ell \mod 2f \in \{0, 1, 2, \ldots , 2f - 1\} - 1\).

Note that the bits \(s_{\ell, i}\) for \(\ell \mod 2f \in \{0, 1, 2, \ldots , 2f - 1\} - 1\) and \(\ell < (p - 1)r\) have been downloaded in the repair by the first parity column. Thus, we only need to download \((p - 1)\frac{r}{2}\) redundant bits from the second parity column, and \((p - 1)2^{k - f - 3}\) bits from column \(i\) for \(i = 1, 2, \ldots , f - 1\).

We can count that the total number of bits downloaded from \(k + 2\) columns to repair the information column \(f\) is

\[
\begin{align*}
&\frac{k(p - 1)2^{k - 3} + \sum_{i=1}^{f-1} (p - 1)2^{k-i-f-3}}{\text{the first parity column}} \\
&\frac{2^{k-3} - 2^{k-f-2}}{\text{the second parity column}}.
\end{align*}
\]

V. Conclusion

In this paper, we present new binary MDS array codes with three parity columns such that the repair bandwidth of one information column is asymptotically optimal. The future work includes the extension of the construction with more parity columns and the design of efficient repair algorithm for parity column.

\begin{table}[h]
\centering
\caption{Comparison of binary MDS array codes.}
\begin{tabular}{|c|c|c|}
\hline
    & Repair & Encoding \\
\hline
ButterFly code & optimal & \(k + k/2\) \\
\hline
MDR-I \cite{Ref1} & optimal & \(k - 1\) \\
\hline
MDR-II \cite{Ref2} & optimal & \(k\) \\
\hline
Proposed code & Asymptotically optimal & \(4k/3 - 1\) \\
\hline
RDP & not optimal & \(k - 1\) \\
\hline
X-code & not optimal & \(k - 1\) \\
\hline
STAR & not optimal & \(k - \frac{1}{3} + \frac{1}{3k-1}\) \\
\hline
\end{tabular}
\end{table}
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